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Introduction: Anomaly detection in network traffic is a critical component in 

multiple domains like IoT, Cloud Computing, cybersecurity and other field, focusing 

on the identification of malicious activities to preserve the integrity of network 

systems.  

Objectives: This research investigates the performance of both parametric and non-

parametric machine learning algorithms in detecting anomalies within network traffic 

datasets. Parametric models such as Logistic Regression and Support Vector 

Machines (SVM) were evaluated alongside non-parametric methods, including 

Random Forest and K-Nearest Neighbors (KNN).  

Methods: The dataset underwent an extensive preprocessing pipeline to address 

issues such as missing data, feature normalization, and categorical encoding to 

improve model accuracy.  

Results: Among the different algorithms assessed, Random Forest demonstrated the 

highest efficacy, achieving an accuracy rate of 98.68%. This notable performance 

highlights the advantages of ensemble techniques in capturing complex, non-linear 

patterns inherent in network traffic. The results underscore the significant 

contribution of machine learning, particularly non-parametric methods, in enhancing 

anomaly detection systems within cybersecurity.  

Conclusions: Furthermore, this study provides valuable insights into algorithm 

selection for network traffic analysis, facilitating the development of more robust and 

efficient intrusion detection systems. 

Keywords: Intrusion Detection System, Anomaly, Random Forest, SVM, KNN. 

 

INTRODUCTION 

Recent advancements in network attack strategies have increased the complexity and sophistication of cyber 

threats, driving the need for more advanced intrusion detection techniques. Network Intrusion Detection Systems 

(NIDS) have become essential in protecting communication networks from these evolving risks. Traditional 
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systems primarily focused on identifying predefined patterns and rule violations, but the rise of machine learning 

has introduced more dynamic and effective methods for detecting anomalies and intrusions [1] [2] [3]. 

Machine learning techniques, such as Artificial Neural Networks (ANN), Support Vector Machines (SVM), and 

Decision Trees, have been integrated into NIDS to enhance detection capabilities. These methods effectively 

differentiate between normal and anomalous network behaviours, improving both the accuracy and efficiency of 

intrusion detection [2] [4] [5]. Benchmark datasets like NSL-KDD and KDD 99 have played a critical role in 

assessing the performance of machine learning models, enabling researchers to optimize their approaches for 

higher detection rates and lower false positives [2] [8] [9]. 

However, the application of machine learning in intrusion detection presents ongoing challenges. Difficulties such 

as identifying low-frequency attacks and the inherent limitations of existing datasets remain significant obstacles 

[4] [7]. Nevertheless, ongoing research and the development of hybrid models that combine machine learning with 

data mining techniques offer promising solutions to these issues, paving the way for more robust and adaptive 

intrusion detection systems [9]. 

In conclusion, incorporating machine learning into network intrusion detection represents a major advancement in 

cybersecurity. These techniques significantly improve the detection of complex attack patterns and provide the 

flexibility needed to adapt to the continuously evolving network threat landscape. With further research aimed at 

overcoming current limitations, the future of intrusion detection holds great promise, with the potential for even 

more accurate and efficient protection of network infrastructures. 

REVIEW OF THE STATE OF THE ART 

Intrusion detection in network traffic using machine learning techniques involves assessing classifiers, such as the 

Random Committee, on datasets like NSL-KDD and UNSW-NB15. Key challenges in this area include high false 

alarm rates, incomplete signatures, and difficulties in real-time detection. The Random Committee method 

demonstrated a True Positive Rate (TPR) of 99.70% and an accuracy of 99.70%, surpassing Lazy IBK, which 

achieved a TPR of 98.73% and accuracy of 98.73% [10]. Network-based Intrusion Detection Systems (NIDS) 

monitor network traffic and trigger alerts when attacks or violations are detected, enabling administrators to take 

appropriate action. NIDS solutions typically leverage machine learning on flow characteristics extracted from flow-

exporting protocols, which often sample packets due to bandwidth and memory limitations on routers and 

switches. This sampling can result in missed malicious flows, particularly at low sampling rates. The proposed 

system investigates various sampling techniques for NIDS and evaluates detection performance using classifiers 

like Random Forest, Decision Tree, and XGBoost. The results show that Random Forest achieves the highest 

detection rate at 99.3%, with a lower false alarm rate compared to other classifiers [11]. 

The study also reveals that the GRU (Gated Recurrent Unit) architecture significantly enhances anomaly detection 

accuracy in IoT networks, achieving an impressive accuracy of 92%. Statistical analysis confirms the significance of 

these results with a p-value of <0.01, indicating strong evidence supporting the model’s effectiveness in capturing 

temporal dependencies and improving anomaly detection compared to traditional methods [12]. Using machine 

learning, intrusion detection in network traffic automates the process of feature extraction and anomaly detection, 

particularly in IoT environments, by applying both supervised and unsupervised algorithms. The baseline model 

effectively identified key behavioural patterns, reaching an intrusion detection accuracy of 96.5%, with statistical 

analysis yielding a p-value of < 0.05, providing robust evidence against the null hypothesis [13]. 

The survey also highlighted critical anomaly detection applications in fields such as WSNs, IoT, and ICS, 

emphasizing their increasing significance in modern technology. Quantitative results showed a marked 

improvement in detection accuracy, with some methods achieving over 90% accuracy (p < 0.05). The survey 

underscored the importance of adaptive algorithms to enhance anomaly detection in dynamic environments [14]. 

Additionally, the study found that intrusion detection in network traffic is often assessed using two key metrics: 

detection rate (DR), which measures the percentage of actual intrusions correctly identified, and false alarm rate 

(FAR). The study reported a DR of 95%, indicating high effectiveness in detecting threats, while the FAR was only 

2%, suggesting minimal false positives. Statistical analysis confirmed the results' reliability with a p-value of <0.01 

[15]. 
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Finally, the study applied the Modified Random Forest (MRF) algorithm to classify data from the KDD dataset into 

four categories: Basic, Content, Traffic, and Host, achieving an accuracy of 92%. The results were statistically 

significant with p-values less than 0.05, confirming the robustness of the findings. Key features influencing 

classification included packet size and connection duration, underscoring their relevance in network intrusion 

detection [16]. Machine learning techniques for intrusion detection in network traffic continue to enhance system 

performance, particularly in terms of accuracy and efficiency in identification and mitigation of security threats 

through the analysis of data patterns and anomalies is a critical task in cybersecurity. 

The proposed intrusion detection system achieved a detection accuracy of 95%, significantly surpassing the 

performance of existing systems (p < 0.01). False positive rates were reduced to just 2%, demonstrating improved 

reliability in accurately identifying genuine threats [17]. 

Intrusion Detection Systems (IDS) analyse network traffic to detect anomalies such as Distributed Denial of Service 

(DDoS) attacks, employing advanced traffic classification methods. This research compares three machine learning 

algorithms—Decision Jungle (DJ), Random Forest (RF), and Support Vector Machine (SVM)—to minimize false 

alarms and enhance detection accuracy. Using the KDD methodology and the CIC-IDS2017 dataset, SVM achieved 

the highest accuracy at 98.18%, followed by RF at 96.76% and DJ at 96.50% [18]. The paper also introduces an 

early classification method for identifying malicious attacks in network traffic using machine learning, applied to 

the CSE-CIC-IDS2018 dataset, which includes both benign and malicious traffic. This early classification approach 

achieved a detection accuracy of 92%, with statistical significance confirmed by a p-value of less than 0.01, 

validating the method's effectiveness [19]. 

Machine learning approaches such as the Isolation Forest (iForest) algorithm have proven effective in detecting 

message insertion attacks by analysing message timing rather than content, making it adaptable across various 

vehicles without requiring proprietary information. The iForest algorithm achieved a detection accuracy of 92% (p 

< 0.01), demonstrating strong statistical significance [20]. Additionally, intrusion detection in network traffic 

utilizes algorithms like K Nearest Neighbors Classifier, Logistic Regression, and Random Forest Classifier to 

identify malicious activities in network data, with training and evaluation typically conducted on the NSL-KDD 

dataset. The Random Forest Classifier achieved the highest accuracy at 98.5%, outperforming both the K Nearest 

Neighbors Classifier and Logistic Regression in detecting network intrusions [21]. 

The study also compares two variants of a fully connected neural network—one with an autoencoder and one 

without—against seven classical machine learning algorithms for intrusion detection using the National Security 

Lab Knowledge Discovery and Data Mining dataset. The neural network with an autoencoder outperformed the 

classical algorithms, achieving an accuracy of 92%, compared to the highest classical accuracy of 85% [22]. 

Furthermore, intrusion detection systems using machine learning algorithms automatically identify and classify 

unauthorized access attempts, strengthening network security. The Intrusion Type Classifier (ITC) demonstrated 

an accuracy rate of 92%, with statistical significance confirmed by a p-value of < 0.01, indicating robust evidence 

that the ITC improves network security [23]. 

OBJECTIVES & PROPOSED METHODOLOGY 

Dataset: The paper employed the UNSW-NB15 dataset to investigate intrusion detection systems (IDS). This 

dataset contains recent intrusion attack data, along with labeled features, which facilitates effective model training. 

The classification framework incorporates both parametric algorithms (such as logistic regression and SVM) and 

non-parametric algorithms (such as random forest and KNN). The methodology includes data pre-processing, 

model training, and validation to assess accuracy Preprocessing. 

Data preprocessing: Data preprocessing plays a crucial role in preparing the dataset for all algorithms by 

cleaning the data and addressing missing values. This step is essential in machine learning, ensuring the data is 

well-organized and ready for modeling. Missing values are handled using statistical techniques, such as replacing 

them with the mean for numerical data and the mode for categorical data. Numerical features undergo 

normalization or standardization to ensure they are on a consistent scale, which is especially important for 

algorithms like SVM and KNN. Categorical variables are converted into numerical values using one-hot encoding or 
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label encoding methods. Lastly, the dataset is split into training and validation sets to evaluate the model's 

performance on unseen data. Preprocessing ensures the data is adequately prepared for training and validation, 

leading to more reliable models. 

Input: Rawdataset 𝐷={(𝑥1,𝑦1),(𝑥2,𝑦2),…,(𝑥𝑛,𝑦𝑛)},where 𝑥𝑖  is the feature vector and 𝑦𝑖 is the label. 

Missing Values: 

For numerical features, replace missing values with the mean or median. 

𝑥𝑖𝑗= mean(𝑥𝑗) if 𝑥𝑖𝑗 is missing  

For categorical features, replace missing values with the mode. 

𝑥𝑖𝑗=mode(𝑥𝑗) if 𝑥𝑖𝑗 is missing 

Normalize Features: 

Normalize features to have zero mean and unit variance. 

𝑥𝑖𝑗=𝑥𝑖𝑗−𝜇𝑗/ 𝜎𝑗, where 𝜇𝑗=mean(𝑥𝑗),𝜎𝑗=std(𝑥𝑗) 

This box plot visualizes the distribution of several numerical features in a dataset in Figure1. Features like duration, 

src_bytes, and dst_bytes exhibit a much wider range than others, suggesting potential outliers or significant 

variations. These features also show clear outliers, indicated by the dots beyond the whiskers. In contrast, most 

other features have a relatively minor range, with their values around the median. This information can be valuable 

for data preprocessing, such as outlier handling or feature scaling. 

 

Figure 1: Boxplot of Numerical Features 

Split Dataset: 

Split the data set into training(𝐷train)and validation(𝐷val)sets. 

𝐷train={(𝑥1,𝑦1),…,(𝑥𝑚,𝑦𝑚)},𝐷val={(𝑥𝑚+1,𝑦𝑚+1),…,(𝑥𝑛,𝑦𝑛)} 
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Algorithm:Parametric_Nonparametric() # Preprocessing 

 

function preprocess(D): 

handle_missing_values(D)  

normalize_features(D)  

encode_categorical_variables(D)  

D_train,D_val=split_dataset(D)  

return D_train, D_val 

 

#Training and Validation 

Function train_and_validate(D_train,D_val,algorithm): 

if algorithm == "Logistic Regression":  

 model = train_logistic_regression(D_train)  

elif algorithm == "SVM":  

 model = train_svm(D_train)  

elif algorithm == "Random Forest":  

 model = train_random_forest(D_train)  

elif algorithm == "KNN":  

 model = train_knn(D_train) 

predictions = model.predict(D_val)  

accuracy = compute_accuracy(predictions, D_val.labels) 

return accuracy 

 

# Main 

D_train,D_val= preprocess(D) 

algorithms=["LogisticRegression,""SVM,","RandomForest,""KNN"] for algo in 

algorithms: 

accuracy = train_and_validate(D_train, D_val, algo) 

print(f"ValidationAccuracyfor{algo}:{accuracy}") 

 

METHODOLOGY 

Logistic Regression(Parametric) 

Logistic Regression is a classification model that calculates the probability of a sample belonging to a specific 

class using the logistic function, which outputs values between 0 and1. It establishes a linear decision boundary 

by optimizing weights and biases to minimize the cross-entropy loss, which measures the difference between 

predicted probabilities and actual labels. 
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The Logistic Regression model achieved a classification accuracy of 94.75%, showcasing strong performance. With 

a precision of 94.79% and recall of 94.75%, it demonstrates a high rate of true positive predictions and an excellent 

ability to correctly identify actual positives. The F1-score of 94.74% further highlights its reliability. Overall, the 

Logistic Regression model proves to be highly effective for this task. 
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Support Vector Machine (SVM) (Parametric)  

Kernel functions such as the RBF kernel can achieve linear and non-linear classification. This method is 

particularly effective with high-dimensional data but can be computationally demanding and necessitates careful 

adjustment of hyperparameters, including the regularization parameter C. 

 

 

The SVM model achieved a classification accuracy of 94.41%, demonstrating effective performance. With a 

precision of 94.6% and a recall of 94.41%, it shows a high rate of true positive predictions and a strong ability to 

identify actual positives. The F1-score of 94.38% further underscores its reliability. Overall, the logistic regression 

model is highly effective for the task. 



Journal of Information Systems Engineering and Management 
2025, 10(33s) 

e-ISSN: 2468-4376 

  

https://www.jisem-journal.com/ Research Article  

 

904 Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative Commons Attribution 

License which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. 

 

Random Forest (Non-Parametric) 

A selected subset of features adds diversity among trees, helping minimize overfitting and improving 

generalization. Random Forest is robust, handles non-linear relationships, and works with numerical and 

categorical data. It provides feature importance rankings for interpretability but can be resource-intensive with 

large datasets. 

 

The RF model achieved a classification accuracy of 98.68%, demonstrating effective performance. With a precision 

of 98.69% and a recall of 98.68%, it shows a high rate of true positive predictions and a strong ability to identify 

actual positives. The F1-score of 98.68% further underscores its reliability. Overall, the logistic regression model is 

highly effective for the task. 

K-Nearest Neighbors (KNN) (Non-Parametric) 

The training phase is significant as it retains the complete dataset. Nevertheless, it may incur high computational 

costs when dealing with large datasets, and its effectiveness depends on the selection of k and the distance 

measurement used. KNN also requires normalized data due to its sensitivity to feature scaling. 

 

RESULTS 

The KNN model achieved a classification accuracy of 97.47%, demonstrating effective performance. With a 

precision of 97.47% and a recall of 97.47%, it shows a high rate of true positive predictions and a strong ability to 
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identify actual positives. The F1-score of 97.47% further underscores its reliability. Overall, the logistic regression 

model is highly effective for the task. 

 

CONCLUSION 

This study explores the effectiveness of non-parametric machine learning algorithms in detecting anomalies in 

network traffic, a vital aspect of cybersecurity. Among the models assessed, the Random Forest (RF) algorithm 

stood out as the most effective, achieving an impressive accuracy of 98.68%, along with strong precision, recall, and 

F1-score metrics. This highlights the power of ensemble methods in capturing the complex, non-linear patterns 

found in network traffic data. The K-Nearest Neighbors (KNN) model also performed well, attaining an accuracy of 

97.47%. These results emphasize the value of non-parametric approaches for anomaly detection. In contrast, 

traditional parametric models such as Logistic Regression and Support Vector Machines (SVM) achieved lower 

accuracies of 94.75% and 94.41%, respectively. The findings underscore the potential of machine learning—

especially non-parametric and ensemble methods—in strengthening intrusion detection systems. This research 

offers valuable insights for selecting algorithms suited for network traffic analysis, paving the way for the 

development of more robust and efficient cybersecurity solutions. Future studies could explore hybrid models, deep 

learning frameworks, or real-time detection strategies to further enhance anomaly detection capabilities. 

Ultimately, this work contributes to the broader effort of improving network security and addressing the challenges 

posed by evolving cyber threats through advanced machine learning techniques. 
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