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The detection of emotions from speech is the aim of this paper. Speech 

consists of anger, joy and fear have very high and wide range in pitch, 

whereas Speech consists of sad and tired emotion have very low pitch. Speech 

Emotion detection technology can recognize human emotions to help 

machines better for understanding intentions of a user to improve the 

human-computer interaction. Classification model named Convolutional 

Neural Network (CNN) based on mainly Mel Frequency Cepstral Coefficient 

(MFCC) feature to detect emotion have been presented here. Different 

approaches have been discussed and compared to find best CNN model using 

different combinations of parameters. The models have been trained to 

distinguish eight different emotions such as calm, neutral, angry, sad, happy, 

disgust, fear, surprise. The proposed work shows that CNN 3 Layer model 

with RMSprop optimizer when trained with 80 Epochs works best among 

other CNN models for the RAVDESS dataset. 

Keywords: Emotion Detection, CNN, RMSProp, RAVDESS, Machine 

Learning. 
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INTRODUCTION: 

Emotion detection is the process of identifying human emotions using various processes. Different 

methods have been introduced to detect emotion. Siri, Cortana are very intelligent assistance. Emotion 

detection can help to improve computer and human interaction by accepting emotions. 

Identifying human emotions Accurately, is a difficult task because of their complexness. Some emotions 

can have different expressions, and some emotions can have similar expressions. Emotions depends on 

character, culture, gender, situation and locality of a person. Sometimes, it can be hard for a real person 

to detect emotion from speech of someone. In the case of emotion detection by computers, it is even hard 

to detect true emotion of a user because of the emotion’s complexity. There are different types of systems 

that use information like audio, text, image, video to detect human emotions, but sometimes not all 

information is available to use. For example, Call centers can use speech recognition to detect emotions. 

Detecting emotions from speech is a very tough work. A person's speaking style, volume, intonation, 

speed, words, etc., greatly affect the detection of emotion in speech. Also character, culture, gender, 

situation and locality, etc. are the other factors that can affect the detection of human emotion from 

speech. Fortunately, several methodologies have been developed to detect human emotions from speech. 

These methodologies are categorized by their advantages that make them superior to others. From 

analyzing different works on this topic, it was observed that CNN works better with RAVDESS dataset 

by comparing different algorithms. In this paper, different approaches have been discussed and 

compared to find best CNN model using different combinations of parameters. 

Remaining paper is sectioned as follows: Section II. states the related work. The methodology part 

includes dataset, feature extraction, algorithms, are introduced in Section III. Section IV shows System 

design. The results are shown in Section V and conclusions in Section VI. 

 

I. RELATED WORK: 

The paper "Emotion recognition and affective computing on vocal social media"[1] highlights the 

advancements and challenges in the field of emotion recognition and affective computing within the 

context of vocal social media. The review emphasizes the importance of accurately analyzing and 

understanding the emotional content conveyed through voice recordings in social media platforms. 

The literature review of the paper showcases the evolution of emotion recognition techniques, ranging 

from traditional approaches based on acoustic features to more recent advancements utilizing machine 

learning algorithms and deep learning models. Feature extraction and representation methods have also 

evolved, incorporating time-domain, frequency-domain, and spectrogram-based features, as well as 

leveraging the power of recurrent neural networks and attention mechanisms. 

The availability of labeled datasets specifically designed for vocal social media has played a crucial role 

in training and evaluating emotion recognition models. However, challenges such as dataset diversity, 

cultural biases, and ethical considerations still need to be addressed to ensure comprehensive and 

inclusive datasets. 

The paper also emphasizes the significance of cross-cultural and multilingual emotion recognition, given 

the variations in vocal expressions and cultural norms. 

Overall, the paper highlights the promising developments in emotion recognition and affective 

computing on vocal social media, paving the way for improved understanding of human emotions, 

personalized user experiences, and applications in areas such as mental health, social interactions, and 

sentiment analysis. 

 

The paper "Speaker-sensitive emotion recognition via ranking: Studies on acted and spontaneous 

speech"[2] explores the significance of considering speaker-sensitivity in emotion recognition, specifically 

focusing on both acted and spontaneous speech. The study highlights the limitations of traditional 

approaches that treat emotions as independent and neglect the influence of individual speakers. 

By incorporating a ranking-based approach, the paper addresses the inherent subjectivity of emotion 

perception and recognition. The research demonstrates that speaker-sensitive emotion recognition 
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models outperform conventional methods by considering the unique vocal characteristics and individual 

differences among speakers. 

The findings of the study emphasize the importance of personalized emotion recognition systems that 

account for speaker-specific information, such as vocal style, intonation, and other contextual cues. 

These speaker-sensitive models enable a more accurate and nuanced understanding of emotional 

expression, enhancing the overall performance of emotion recognition systems. 

Furthermore, the paper showcases the utility of the ranking-based approach in distinguishing between 

acted and spontaneous speech. By incorporating ranking techniques, the study contributes to the 

development of emotion recognition models that can effectively differentiate genuine emotional 

responses from acted or exaggerated expressions. 

The research presented in the paper has significant implications for various applications, including 

human-computer interaction, virtual agents, and affective computing. By considering the speaker-

sensitive nature of emotional expression, these systems can provide more tailored and personalized 

experiences for users. 

Overall, the paper emphasizes the importance of considering speaker-sensitivity in emotion recognition, 

highlighting the advantages of a ranking-based approach for both acted and spontaneous speech. The 

findings pave the way for further advancements in emotion recognition systems that account for 

individual differences and enhance the accuracy and robustness of emotion analysis in various real-world 

scenarios. 

The paper "Shape-based modeling of the fundamental frequency contour for emotion detection in 

speech"[3] focuses on the significance of shape-based modeling of the fundamental frequency contour 

(F0) for emotion detection in speech. The study highlights the role of F0 contour in conveying emotional 

information and proposes a novel approach that captures the shape characteristics of F0 for accurate 

emotion detection. 

The research demonstrates that traditional approaches that solely rely on mean or statistical measures 

of F0 may not fully capture the dynamic and nuanced variations in emotional speech. By incorporating 

shape-based modeling techniques, such as using spline curves or statistical moments, the paper presents 

a more comprehensive and robust method to capture the temporal dynamics and contour patterns of F0. 

The findings of the study indicate that shape-based modeling of F0 provides enhanced discrimination 

between different emotional states. The approach not only improves the accuracy of emotion detection 

but also provides insights into the underlying expressive characteristics of speech. 

The proposed method holds significant potential for various applications, including affective computing, 

human-computer interaction, and emotional speech synthesis. By accurately capturing the shape 

information of F0, these applications can effectively recognize and respond to the emotional states of 

users, leading to more personalized and engaging interactions. 

The paper highlights the importance of shape-based modeling of the fundamental frequency contour for 

emotion detection in speech. The research showcases the advantages of considering the dynamic and 

temporal characteristics of F0 and presents a novel approach that improves the accuracy and 

discriminative power of emotion detection systems. The findings contribute to the development of more 

sophisticated and effective emotion recognition techniques, with potential applications in various 

domains requiring the understanding and analysis of emotional speech. 

The paper "Spoken Emotion Recognition Using Deep Learning"[4] explores the application of deep 

learning methods for recognition of emotions in spoken language. The study highlights the benefit of 

deep learning models in capturing and analyzing the complex features present in speech data, leading to 

improved emotion recognition performance. 

The research showcases different deep learning methods, including convolutional neural networks 

(CNNs), recurrent neural networks (RNNs), and hybrid models, such as CNN-RNN combinations. These 

models have proven to be highly successful in automatically learning discriminative features from speech 

signals and accurately classifying emotions. 

The findings of the study indicate that deep learning methods outperform traditional methods in terms 

of recognition accuracy, robustness, and generalization. The ability of deep learning models to capture 
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hierarchical representations and temporal dependencies in speech data contributes to their superior 

performance in recognizing and distinguishing different emotional states. 

The paper also discusses the importance of large-scale labeled datasets for training deep learning models. 

Researchers have developed and utilized emotion-specific datasets to train and evaluate these models, 

enabling more reliable and comprehensive emotion recognition systems. The research highlights the 

potential applications of spoken emotion recognition using deep learning, including affective computing, 

human-robot interaction, and sentiment analysis. These applications benefit from the accurate 

identification and understanding of emotions conveyed through spoken language, leading to more 

personalized and responsive systems. 

The paper demonstrates the effectiveness of deep learning techniques for spoken emotion recognition. 

The advancements in deep learning models have revolutionized the field by providing powerful tools to 

analyze and interpret the emotional content of speech. The findings contribute to the growing body of 

research in affective computing and pave the way for the development of more sophisticated and context-

aware systems that can understand and respond to human emotions in spoken language. 

The paper "Speech emotion recognition: Features and classification models"[5] provides an overview of 

the features and classification models employed in speech emotion recognition. The study emphasizes 

the importance of accurate emotion recognition from speech signals and highlights the advancements in 

feature extraction and classification techniques. 

The research outlines various acoustic features used in speech emotion recognition, including prosodic 

features, spectral features, and cepstral features. These features capture different aspects of speech, such 

as pitch, intensity, spectral content, and voice quality, which are crucial in distinguishing various 

emotional states. 

The paper discusses several classification models commonly utilized in speech emotion recognition, 

including traditional machine learning algorithms such as SVM, KNN and decision trees, as well as more 

advanced techniques like artificial neural networks (ANN) and deep learning models. These models 

leverage the extracted features to classify emotions accurately. 

The findings of the study suggest that combining multiple features and employing ensemble models can 

improve the performance of speech emotion recognition systems. Additionally, the use of deep learning 

models, such as CNNs and RNNs, has shown promising results in capturing complex patterns and 

temporal dependencies within speech signals. 

The paper also highlights the importance of labeled datasets for training and evaluating speech emotion 

recognition models. Datasets such as the Berlin Emotional Speech Database (Emo-DB) and the 

Emotional Prosody Speech and Transcripts (Emo-Prosody) database have facilitated the development 

and benchmarking of emotion recognition systems. 

The paper emphasizes the significance of accurate speech emotion recognition and provides insights into 

the features and classification models employed in this domain. The advancements in feature extraction 

techniques, coupled with various classification algorithms, have contributed to improved emotion 

recognition performance. 

The paper "Automatic speech emotion recognition using modulation spectral features"[6] focuses on the 

utilization of modulation spectral features for automatic speech emotion recognition. The study 

highlights the significance of capturing temporal variations and dynamic characteristics in speech signals 

to improve the accuracy of emotion recognition systems. 

The research introduces modulation spectral features, which provide a comprehensive representation of 

the modulations present in speech signals. By analyzing the modulations across different frequency 

bands, the proposed approach captures the temporal dynamics associated with different emotional 

states. 

The findings of the study demonstrate that modulation spectral features outperform traditional spectral 

features in emotion recognition tasks. The ability to capture the temporal variations and modulations 

enhances the discriminative power and robustness of the emotion recognition models. 

The paper also explores the effectiveness of different classification algorithms in conjunction with 

modulation spectral features. Various machine learning algorithms, including support vector machines 
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(SVM), random forests, and artificial neural networks (ANN), are evaluated for their ability to classify 

emotions accurately using the proposed features. 

The results indicate that combining modulation spectral features with appropriate classification models 

leads to improved performance in speech emotion recognition. The fusion of dynamic features and 

machine learning techniques enables the systems to capture nuanced emotional cues and accurately 

classify different emotional states. 

The research presented in the paper has implications for applications such as affective computing, 

human-robot interaction, and emotion-aware systems. By leveraging modulation spectral features, these 

systems can better understand and respond to the emotional states of individuals, leading to more 

personalized and engaging interactions. 

The paper emphasizes the effectiveness of modulation spectral features for automatic speech emotion 

recognition. The findings highlight the importance of capturing temporal dynamics and modulations in 

speech signals and demonstrate the superior performance of modulation spectral features compared to 

traditional spectral features.  

 

II. METHODOLOGY: 

Dataset: 

This proposed work uses RAVDESS Dataset. This dataset contains 1440 files, recorded by 24 actors, 

uttering two lexically equivalent sentences with a neutral North American accent. This includes different 

classes of emotion sad, disgust, surprise, calm, happy, fearful, and angry. Each expression is produced at 

two levels of emotional intensity (normal, strong), with an additional neutral expression [8]. 

Data Visualization: 

Visualization of data provides a greater understanding of the problem and a potential type of solution. 

Techniques for visualizing the data include classes distribution, instance counts inside each class, the 

distribution of the dataset, the connection between the characteristics, and dataset clustering. Data 

visualization functions are available in the Python and R languages. 

Data Preparation: 

It's time to get the data ready for processing once data analyzations are done using different 

visualizations. The procedures involve in data preparation include correcting difficulties with quality, 

standardization, and normalization. The data are initially checked for problems including missing values, 

same type of data, outliers, erroneous data. The dataset did not include any incorrect, identical, or 

incomplete data. 

Data Augmentation: 

Fresh synthetic data samples can be generated by adding minor changes to our training set, 

this technique known as data augmentation. Noise input, time altering, pitch and speed changes, and 

pitch and time switching can be used to provide syntactic data for audio. Making the model resistant to 

these changes will increase its generalizability. The labels from the initial training are preserved when 

adding the changes for this to work. 

Feature Extraction: 

Feature extraction is a critical step in researching and identifying connections between numerous things. 

Since it is already known that the provided audio data cannot be directly processed by the models, they 

must be converted into a format that can be easily understood, and feature extraction is done to do this. 

The three axes of the audio signal are time, amplitude, and frequency which represent its three 

dimensions. In this project, only 5 features are extracted and they are Chroma_stft, Zero Crossing Rate, 

MelSpectogram, MFCC and RMS (root mean square) value and to train the model. 

Modelling: 

Different combinations of parameters of Convolutional Neural Network (CNN) are introduced in this 

paper to train and test the model. The dataset is split into training and testing data in 3:1 ratio. 
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III. SYSTEM DESIGN FLOWCHART: 

 
Fig.1: System Design Flowchart 

 

IV. RESULT ANALYSIS: 

In this paper, Firstly, Different deep learning methods have been compared to find the best methods for 

speech emotion recognition. Table 1 shows accuracy on each of the emotion classes on different deep 

learning methods. As Table 2 shows that CNN performs the best on dataset, different combinations of 

parameters of Convolutional Neural Network (CNN) have been tested to find the best model 

combination, for RAVDESS Dataset. Table 3 shows accuracy on each of the emotion classes obtained 

by the base and the best CNN models. Table 4 shows the average accuracy from different combinations 

of parameter on CNN models. By comparing them, it has been found that, CNN 3 Layer model with 

RMSprop optimizer when trained with 80 Epochs works best for the RAVDESS dataset. Figure 2 shows 

the Confusion Matrix for best CNN model. Figure 3 shows the best CNN Model Loss and Accuracy plot 

against epochs for Training and Testing Data. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1: Accuracy on each of the emotion classes 

 

CLASS SVM MLP CNN 

ANGRY 0.61 0.70 0.70 

CALM 0.58 0.49 0.77 

DISGUST 0.44 0.39 0.65 

FEAR 0.43 0.59 0.60 

HAPPY 0.38 0.31 0.57 

NEUTRAL 0.29 0.26 0.37 

SAD 0.47 0.39 0.60 

SURPRISE 0.58 0.41 0.70 
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Graph 1: Accuracy on each of the emotion classes 

    

 

 

 

 

 

 

 

 

 

Table 2: Accuracy of different classification models 

                 

 
 

Graph 2: Accuracy of different Classification models 
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CLASS  CNN(Base)  CNN(Best) 

ANGRY 0.70 0.81  

CALM  0.77 0.78 

DISGUST  0.65 0.69 

FEAR  0.60  0.77 

HAPPY  0.57 0.64 
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Table 3 Accuracy of different CNN models 

 

Graph 3 Accuracy of different CNN models 

                                            

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2: Confusion Matrix of best CNN Model 
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Table 4: Accuracy of different CNN model 

 

 

 

 

 

 
Fig.3: Best CNN Model Loss and Accuracy plot against epochs for Training and Testing Data 

V.  

VI. CONCLUSION: 

This Paper, clearly shows through table 1 and graph 1 CNN has the best accuracy in detection of different 

class of emotion. From table 2 and graph 2 it can be observed that in CNN 63.8% accuracy has been 

obtained which is higher than SVM and MLP. But in this research higher accuracy for CNN has been 

targeted by using different combination of parameters like no of hidden layers, optimizer and Epochs. It 

has been shown that CNN 3 Layer model with RMSprop optimizer when trained with 80 Epochs works 

best for the RAVDESS dataset. This machine learning method can be used to extract emotion from 

human speech data accurately. This system can be useful for different fields like Call Centre for marketing 

or reporting, voice-based virtual assistants or chatbots etc. To improve the accuracy of this model 

different combinations of parameters in CNN model can be implemented.  
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