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Cancer of the cervix is one of the most prevalent malignances in the global, hence early diagnosis 

is vital in the healthcare delivery systems. Growth in medical imaging as well as enhanced 

computational methods has now opened up possibilities for efficient and accurate diagnosis 

apart from other clinical investigations such as the Pap smear. Here, we introduced CNN-SOA, 

a deep learning-based method using One-Dimensional Convolutional Neural Network (1D-CNN) 

supported by the Snake Optimization Algorithm to estimate cervical cancer risk. The 

experiments presented show that the proposed method greatly improves prediction performance 

and stability, which confirms its suitability for medical classification problems. The results 

indicate that CNN-SOA can be generalized to other healthcare domains, which will opportunity 

development of precise and earlier diagnosing technologies in AI-based medical diagnosis. 

Keywords: Cervical Cancer, Convolutional Neural Networks, Snake Optimization Algorithm, 

Deep Learning. 

 

 

1 Introduction 

Cervical cancer, stemming from unregulated cell growth in a woman’s cervix, is a severe health concern that accounts 

for nearly 9.6 million deaths annually [1]. This cervix, a neck- like passage at the uterus’s base, is particularly 

vulnerable in women. Globally, cervical cancer ranks fourth in prevalence, with approximately 570,000 cases each year. 

Tragically, it is the second most prevalent cancer in women from developing and low-income nations, with over 

311,000 annual fatalities, predominantly in low-to-middle income regions [2]. This is attributed to inadequate public 

under- standing of the disease’s origins and repercussions. Key risk factors encompass early pregnancies, multiple sexual 

partners, compromised immune systems, smoking, contraceptive pill usage, and substandard menstrual hygiene. 

Noticeable symptoms include abnormal vaginal bleeding, dis- charge, and pain during intercourse. Prompt detection 

offers a chance for effective treatment, potentially prolonging life or providing palliative relief from symptoms. Diagnostic 

procedures like the Pap test and the HPV test are critical for identifying cervical cancer [3, 4, 5, 6, 7]. The Pap test, or 

Pap smear, identifies precancerous cell changes, while the HPV test detects the human papillomavirus responsible 

for these changes [8, 9, 10, 11, 12]. The significance of early detection can’t be overstated, especially in developing 

countries such as Ethiopia, where expertise is limited. Therefore, leveraging advanced technologies for predictive 

measures becomes vital. Deep learning, a subset of machine learning, is revolutionizing medical fields by mimicking human 

cognitive functions. In our study, we harness the capabilities of convolutional neural networks (CNN), a deep learning 

model, to analyze cervical cancer images from medical equipment. Worryingly, cervical cancer is the primary cancer-

affecting women in sub-Saharan Africa, and in Ethiopia, the incidence rate stands at a troubling 35.9 per 100,000 

women [13]. Factors such as limited awareness, inadequate screening infrastructure, competing health priorities, and 

general neglect of women’s health contribute to this heightened risk. Moreover, while cervical cancer primarily affects 

women between 35 and 44, many older women remain oblivious to the sustained risk, leading to late detections and 

varying survival rates [13]. Regular screening is imperative. The American Cancer Society recommends that 

individuals with a cervix aged 25 to 65, undergo cervical cancer screening every five years using the HPV test. In cases 

where the HPV test isn’t accessible, a combination of the HPV/Pap test every five years or a Pap test every three years 
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is advised [13]. However, in Ethiopia, conducting these tests presents challenges due to scarce expertise and 

equipment. Hence, our proposed model strives to bridge this expertise gap, aiming for early-stage cervical cancer 

detection [14, 15, 16, 17, 18]. It is paramount to note that cervical cancer’s on- set is typically gradual, often preceded 

by cervical abnormalities. How- ever, the lack of early symptoms might lead to complacency in preventative care 

Particularly in developing countries, limited resources and low awareness result in poor adherence to routine checks. 

The integration of deep learning, especially when applied early, can play a pivotal role in raising awareness and 

detection. This research aspires to pioneer an automated cervical cancer detection system through deep learning. 

Specifically, the CNN technique holds vast potential for disease classification, which is vital in transforming Ethiopia’s 

medical sector. In essence, the primary objective of this article is to design a deep-learning powered cervical cancer 

detection and classification system, utilizing the CNN approach and an optimization algorithm. 

2 Related Work 

In [19], the “Cervical Cancer Behavior Risk Data Set” from the”UCI Machine Learning Repository” was employed, consisting 

of 72 instances and 19 attributes. Three machine learning models, namely Decision Tree, Random Forest, and XGBoost, 

were introduced to predict cervical cancer behaviors, resulting in a notable accuracy of 93.33%. Furthermore, key 

features were emphasized based on their significance scores, highlighting their impact on the model’s classification 

performance. In [20], a refined approach to predicting cervical cancer using ML algorithms was proposed, comprising four 

stages: dataset selection, data pre-processing, predictive model selection (PMS), and pseudo- code formulation. The PMS 

phase experimented with various conventional ML techniques, with the random forest, decision tree, adaptive 

boosting, and gradient boosting models achieving a top classification score of 100%. SVM closely followed with a 99% 

accuracy rate. The study also assessed the computational efficiency of these models and surveyed 132 Saudi Arabian 

volunteers about their views on computer-assisted cervical cancer prediction, emphasizing the significance of HPV. 

In [21], a study was conducted to classify patients based on their survey responses to identify those with a high risk of 

cervical cancer. Utilizing a dataset of 858 records, which included 33 attributes and biopsy results, the study discerned 

55 patients with cervical cancer and 803 healthy individuals. The dataset was randomly split into a training set (66% 

or 565 records) and a testing set (292 records). Classifications were made using methods such as Multilayer Perceptron, 

Bayes Net, and k-Nearest Neighbor, with the respective results, including accuracy, true positives, false positives, and 

confusion matrices, thoroughly discussed. Research in [22] proposed utilizing machine learning algorithms for efficient 

cervical cancer diagnosis using the UCI cervical cancer risk factor dataset. A voting method, combining Decision tree, 

logistic regression, and random forest classifiers, was employed. The SMOTE addressed dataset imbalance, while the 

PCA streamlined data dimensions. To mitigate overfitting, a stratified 10-fold cross-validation was 

applied. The dataset covered four target variables with 32 risk factors. By incorporating the voting classifier, 

SMOTE, and PCA, there was a significant improvement in accuracy, sensitivity, and the ROC AUC for the predictive 

models. Furthermore, PCA enhanced computational efficiency. Compared to prior studies, our models exhibited 

superior performance in cervical cancer diagnosis. Research in [23] proposed a model for cervical cancer prediction using 

Boruta analysis and the SVM method. The Boruta analysis, an enhanced version of the random forest, identifies crucial 

feature subsets for classification tasks. The model’s primary focus was to discern the significance of screening factors for 

high-risk patient classification. Implemented in Python, the model’s Performance, measured by accuracy, precision, 

and recall, indicated that the Boruta analysis with SVM surpassed existing methods in efficiency. Research in [24] 

proposed an analysis of various supervised machine learning techniques for early cervical cancer detection using a 

dataset from the UCI repository with 858 patients. Six classification methods were evaluated, with and without three 

different feature selection algorithms. The highest accuracy achieved was 94.94% using the XG Boost with all features. 

While machine learning showcases advantages for large-scale data and prognosis, challenges like overfitting and lack 

of interpretability emphasize the need for further refinement in clinical prediction models. Research in [25] proposed 

the use of a decision tree (DT) algorithm to assess cervical cancer risk factors. By leveraging the recursive feature 

elimination (RFE) and LASSO for feature selection and addressing dataset challenges with SMOTE-Tomek, a 

combination of under and oversampling techniques, the DT achieved an impressive accuracy of 98.72% and sensitivity 

of 100%. The findings underscore the DT’s enhanced performance when feature reduction and class imbalance are 

effectively addressed. Researchers have performed a number of studies on skin cancer detection and segmentation, 

using many Convolutional Neural Network (CNN) models to heighten classification accuracy. A constant is that most 

studies discovered CNNs greatly improve classification performance [26]. 
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3 Proposed Methodology 

The following is the overview of the methodology, which is going to be used in our work for the analysis of the dataset. 

The work starts by downloading the dataset, and this is in a CSV format and the name of the dataset is ‘flights’. After 

loading the dataset is followed by the preprocessing phase, which involves data cleaning, normalization and the treatment 

of missing values. This is important in a way to make sure that the data collected will be suitable for analysis and 

training of the models.  

Upon preprocessing, we perform Exploratory Data Analysis (EDA) to know more about the distribution of the 

dataset; get to see some patterns in the data as well as how different variables interact with each other. In the case of 

EDA, it helps in analyzing the general features of the data, which is usefully when implementing the subsequent models 

in machine learning. 

Then, in the context of proposed post-processing, we use One-Dimensional Convolutional Neural Network (1D-CNN) 

along with Snake Optimizer Algorithm (SOA). The idea utilized here is to improve the general performance of the 

model by tuning the hyperparameters, the filter num, Kernel sizes and fully connected layers. It is the function of the 

SOA to adjust such parameters so as to enhance the classification accuracy. 

After the training of the model is completed, the next steps include the evaluation of the model where the actual 

accuracy and other factors, which include precision, recall and AUC-ROC, are determined. These goals serve as 

measures of the model’s accuracy in categorizing the data. In the case when it becomes necessary additional iterations 

of optimization and re-training will be performed to achieve better results. 

Last but not the least; we also do a model comparison task for the proposed model to check the efficiency of the 

work done. This way we illustrate the benefits of the proposed approach as well as, possible drawbacks, which gives a 

clear picture of where this approach stands with respect to other methods of skin cancer detection in the present day 

world. 

In the following, we will be describing each step in detail. Here will also be the particular techniques and 

algorithms utilized, as well as the reasons for our methodological choices. Such a structured approach guarantees that 

our methodology is both strong and repeatable, laying the groundwork for accurate classification and identification 

of skin cancer by means of deep learning In the following, we present on the other hand a case study. 

3.1 Dataset Overview 

Cervical cancer still ranks among the leading killers of women across the world because of cancer. It is very essential to 

detect this disease at an initial stage and forecast its development accurately be- cause improve the prospect of favorable 

treatment results and survival probabilities. The dataset employed in our study is useful in building a model, which relies 

on more of the principles of the machine learning. Intended to help spot people with a predisposition to cervical cancer. 

This proactive approach enables early diagnosis and treatment of the patients by doctors. The set of variables includes 

various behavioral, attitudinal, social and motivational determinants, which might have a possibility of affecting that 

one’s susceptibility to cervical cancer. It includes attributes including sexual risk behaviors, eating habits, personal 

hygiene and social support. Mechanisms, among others. Every value in the given dataset is scored numerically, 

making possible an overview of the ways that may be used by the different factors towards increasing cervical cancer 

risk. For example, attributes such as ’behavior_sexualRisk’, behavior eating, and ‘behavior_personalHygine’  shed 

light to the personal hygiene and practices of the people which are of great importance for assessing their risk levels. 

Similarly, ’socialSupport_emotionality’ and ’socialSupport_appreciation’ is an indicator of the emotional and social 

support that one gets which a critical determinant is of their overall health outcomes. Machine learning models 

inferred on this dataset are supposed to decipher the polymorphic information to identify some possibly suggestive signs 

and symptoms that would point towards a relatively increased chance of cervical cancer. This modeling makes it easier 

for health care providers to address their efforts at the right areas. Implement a distribution of medical resources that 

would be best for allocating the resources, which may also lead the saving of lives through timely and precise diagnosis. 
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Table 1: Summary Statistics of the used Dataset 

Feature Mean Std Dev Min 25% 50% 75% Max 

behavior_sexualRisk 9.67 1.19 2 10 10 10 10 

behavior_eating 12.79 2.36 3 11 13 15 15 

behavior_personalHygine 11.08 3.03 3 9 11 14 15 

intention_aggregation 7.90 2.74 2 6 10 10 10 

intention_commitment 13.35 2.37 6 11 15 15 15 

attitude_consistency 7.18 1.52 2 6 7 8 10 

attitude_spontaneity 8.61 1.52 4 8 9 10 10 

norm_significantPerson 3.13 1.85 1 1 3 5 5 

norm_fulfillment 8.49 4.91 3 3 7 14 15 

perception_vulnerability 8.51 4.28 3 5 8 13 15 

perception_severity 5.39 3.40 2 2 4 9 10 

motivation_strength 12.65 3.21 3 11 14 15 15 

motivation_willingness 9.69 4.13 3 7 11 13 15 

socialSupport_emotionality 8.10 4.24 3 3 9 11.25 15 

socialSupport_appreciation 6.17 2.90 2 3.75 6.5 9 10 

socialSupport_instrumental 10.38 4.32 3 6.75 12 14.25 15 

empowerment_knowledge 10.54 4.37 3 7 12 15 15 

empowerment_abilities 9.32 4.18 3 5 10 13 15 

empowerment_desires 10.28 4.48 3 6.75 11 15 15 

ca_cervix 0.29 0.46 0 0 0 1 1 

 

3.2 Exploratory Data Analysis and Preprocessing 

Data exploration and preprocessing stage form the basic and initial stage in this type of study and are very crucial for 

model development. However, firstly we need to load and explore the dataset in order to get the initial understanding 

on its structure and the general nature of the data. It has concerns with viewing the initial rows with the view of 

obtaining the variable names, their types and the structural nature of the dataset. After creating an overview of the 

data, one is able to detect gaps in data that need to be filled or discrepancies that have to be rectified during data 

preprocessing stage. Descriptive statistics are used to compute measures of central tendency, spread and shapes of the 

dataset in order to gain an overall understanding of the characteristics of the dataset. This is important in pointing 

out cases of outliers or any abnormalities, which may hamper the outcome of the models. 

To gain even deeper understanding of the interconnections between the variables we carry out a correlation 

analysis. In this work, we present a correlation matrix heatmap that helps in understanding the strengths of linear 

relationship between different features so as to choose which features might have maximum impact on the target 

variable. Further, the distribution of the target variable is also checked to see if the level of imbalance affects the 

model’s performance in any way. Techniques like histograms for individual attributes and box-plots for grouped 

attributes and target variable are used to focus on distribution and spread in the data and moreover it helps to detect 

the presence of outliers in the data set. 

Outlier identification is performed with help of z-score technique that measures how far from the mean could data 

point be.   When analyzing the values of a distribution any value that is much lower or much higher than other values 

is considered an outlier and its role in the analysis is determined. In case the outliers are large, then they may be 

eliminated or dealt with so that they do not interfere with the learning of the model. 

Besides these steps, other techniques of dimensionality reduction, for example PCA and t-SNE are used to plot the 

data in a two-dimensional space. PCA operates to bring features into a format where instead of several features being 

dependent on each other, they depend on uncorrelated orthogonal dimensions, which have the highest variance. On the 

other hand, t-SNE is helpful in low- dimensional visualization of the given data since it preserves the global neighborhood 
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relationship in the high-dimension space while it maps this data in the two or three-dimensional space. These 

techniques help to analyses the data and determine such clusters that are not very distinguishable at the first sight. 

The EDA also covers consideration of the categorical relationships by means of heat maps and bars charts. The 

heat maps explain the strength and direction of the categorical feature relationships and bar charts give insights into 

distribution of the variable and its likelihood of being predictive. 

As such, after this broad analysis, we go to the following step, in which every figure created throughout the EDA 

phase will be presented and explained. This will help in getting the characteristics of the dataset and also assure that 

the preprocessing help in getting the data set ready for modeling. In this way, we plan on developing a strong foundation 

for constructing well-functioning machine learning models for the effective classification and detection of skin cancer. 

 

 

Figure 1: Distribution of features(variables) 

Figure 1: Still, a series of histograms that shows the distribution among different features present in this dataset. 

Each subplot is associated with a specific feature and the x-axis shows, for all possible values of its corresponding 

variable, how many times it occurs within your dataset. It may indicate whether any of the features folow some model 

distribution showing skewness, peaks or gaps in data. For example, the majority of features have a right-skewed 

distribution, which means that much of the data is concentrated at high values. Complex and intricate, just like 

any Data Science exercise! These are the kind of distributions you need to be aware of since they may affect how your 

model performs & sometimes require additional preprocessing steps including normalizations or transformations for a 

balanced input. 
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Figure 2: Correlation Matrix for all of the initial features 

Figure 2: heatmap of correlation matrix, which shows the linear relation between different features in the data. 

The correlation coefficients in the matrix range from -1 to 1 which means a value of 1 indicates a perfect positive 

relationship, zero no linear relation and -1 is perfectly inversely related. This creates an easy-to-understand quick 

reference to the strength and direction of those correlations, as given by the color gradient in your heatmap — amino 

acids with red tones are strongly positively correlated or co-occur often, whereas blue-toned colors mean a strong negative 

correlation between two residues. In particular, positive correlations among features (e.g., between ’norm_fullfillment’ 

and ’perception severity’) indicate that certain aspects of interaction may bleed into one another in a manner than could 

compromise the ability for these models to correctly make predictions. We need to understand these relationships, 

which will not only important for feature selection/engineering but also it helps us in identifying the potential 

multicollinearity issue and see if they can be redundant or particular impactful. 
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Figure 3: t-SNE of the Dataset 

 

Figure 3 shows the application results when the dataset is fed into t-distributed Stochastic Neighbor Embedding 

(t-SNE), another dimensionality reduction technique that can be great for viewing high-dimensional data. Similar to 

PCA, the scatter plot shows data points in two dimensions, For example, red tells us about the classes of target variable 

militants, south Africa, politics. And unlike PCA, t-SNE focuses preserving not only overall patterns of the data but 

also local structures. On a PCA plot, those couplets with bars near zero skew from rest may emerge as prominent 

clusters in t-SNE space instead. In this figure, clusters of similar classes are slightly visible which is an indication that 

t-SNE may be more suitable than PCA for uncovering non-linear separations amongst parameters. This chart highlights 

possible complicacies in data, which could require sophisticated modeling approaches.  

 

Figure 4: Heatmap of Feature Correlations 

In Figure 4, there is a heatmap of our variables, which is visually similar to the one shown in Figure 3 above. There 

is actually a lot more information contained in this plot than just that represented graphically. That information 

includes: How do the various features of data each correlate with each other? Large-scale modes of data collection 
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only make up a small quantitative part in this data set, although they are very much integrated into the whole set of 

data due to their extremely high correlations with all other pieces of the dataset. This diagram is vital for detecting 

feature groups that are inextricably linked and represents ontological information to the model. For example, ’norm 

_fulfillment’ and ’perception severity’ have a very high positive correlation, which suggests that they might be 

recording some of the same information about people or their attitudes. To understand those correlations is not only 

important for choosing features, but also makes sure that our model doesn’t become riddled with multi-collinearities 

and is taking advantage of a wide variety in sets of informative features. 

3.3 One-Dimensional Convolutional Neural Network (1D-CNN) 

This 1D-CNN architecture (Fig. 9) we propose in this work is carefully tuned to best process time series or signal data 

with intense hyperparameter tuning for the end-to-end model performance boosting. It starts with an input layer 

formed based on the reshaped training data dimensions. In other words, input layer is set to receive data that has a 

shape of the number features per sample and one channel indicating its 1D nature. 

 

Figure 9: 1D CNN Architecture 

The first convolutional layer comes after input layer for feature extraction where local features  are detected from 

the input data. This layer uses a certain amount of filters (num_filters1) and kernel size which is defined to transform 

the filtering operation. The activation function utilized is Rectified Linear Unit (ReLU) which brings non-linearity 

into the model thus make it capable to learn non-linear patterns. Due to the need to keep the input the same dimensional, 

padding is used. The output from the convolutional layer for the next layers is then put through batch normalization layer 

which normalizes these activations through scaling. This step is very important for moving and making the training 

process stable and faster due to the reduction of internal covariate shift. After that, batch normalization is done and 

then the layer of max pooling is used. This layer narrows down the spatial dimensionality of the feature maps by then 

applying a pooling operation   which extracts the maximum value in the pool size. This reduction in dimensionality 

makes it easier in terms of computation, secondly, reduces the complexity of the network in a step by step Manner 

hence minimizing over-fitting. 

The architecture then introduces a second convolutional block, of architecture similar to the first block, but with its 

own set of the number of filters (num_filters2). This block brings more amount of detailing in the feature extraction 

process and extracts more detailed features in the given data set. The output of this block is again provided to batches 

normalization and max-pooling layer, going by the same rules as in the first block. 

Following the convolutional layers, the architecture goes from the feature extraction to the classification stage. 

The max-pooling layer is the last layer before the result is flattened into a one-dimensional vector to feed to the fully 

connected or the dense layers. The first fully connected layer is composed of some specific number of neurons 

(dense_neurons1), which elaborates the extracted features with the help of ReLU activation function. To avoid the 

issue of overfitting, regularization is used in the network, and in this case it is dropout layer, it means that during 
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training certain amount of input units will be set to zero at random. 

This is succeeded by another dense layer with another collection of neurons (dense_neurons2) and a ReLU activation 

function which further improves the learning results. As you might expect in any deep learning algorithm, another 

dropout layer is applied here as well. The final layer exactly one node and it has sigmoid function in other words this 

layer of the CNN maps the learned features into the probability value from 0 to 1. This output is rather designed for 

the case of binary classification problems, that is, the presence or absence of some condition. In the compounding of 

the model, the Adam optimizer is employed so that it could give efficient and pleasing results in training deep models. 

The loss function used is the binary cross-entropy as this is suitable in binary classification issues. Moreover, the 

accuracy measure is maintained on the model in question. 

To enhance the training process, two callbacks are utilized: A) ReduceLROnPlateau, which is a type of scheduler 

that reduces the learning rate when network’s validation loss stops lowering and Early Stopping which terminates the 

training process when the validation loss isn’t improving anymore. These callbacks are useful in adjusting the learning 

process so that the model can be learned in the best way possible without overemphasizing on the training data or at 

the same time not put too much emphasis on the training data. 

Table 2: CNN Architecture Parameters and Values 

Parameter Value 

Input Shape (30, 1) 

Number of Filters (Layer 1) 64 

Kernel Size (Layer 1) 3 

Activation Function (Layer 1) ReLU 

Padding Same 

Batch Normalization (Layer 1) Applied 

Max Pooling (Layer 1) Pool Size: 2 

Number of Filters (Layer 2) 128 

Kernel Size (Layer 2) 3 

Activation Function (Layer 2) ReLU 

Padding Same 

Batch Normalization (Layer 2) Applied 

Max Pooling (Layer 2) Pool Size: 2 

Flatten Applied 

Number of Neurons (Dense Layer 1) 128 

Activation Function (Dense Layer 1) ReLU 

Dropout (Dense Layer 1) 0.5 

Number of Neurons (Dense Layer 2) 64 

Activation Function (Dense Layer 2) ReLU 

Dropout (Dense Layer 2) 0.5 

Output Layer 1 Neuron (Sigmoid Activation) 

Optimizer Adam 

Loss Function Binary Cross-Entropy 

Metrics Accuracy 

Learning Rate Adjustment ReduceLROnPlateau 

Early Stopping Patience: 7 epochs 

 

3.4 Snake Optimization Algorithm 

Newly developed in 2022, the Snake Optimization Algorithm (SOA) (Han et al. 2024) accomplished an unprecedented 

breakthrough that claimed a pioneering status in the realm of meta-heuristic algorithms and was deemed the first 

member of the said algorithm family. The above-described discovery, derived from elaboration snake’s only mating-
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related behaviors, are more likely to be achieved in cold climatic conditions and when snakes are no longer motivated 

by prey killing due to satiating them in natural habitat. In contrast to all previously described methods, the form in 

which the entire operational procedure of the optimization begins is by randomly creating a given number of the 

candidate solutions captured in Equation (1). Therefore, the novelty in the form of the above-descripted phase 

indicates that the operational optimization algorithm enables a novel approach that mirrors the solution exploration 

process by imitating natural and cognitive- behavioral aspects of snakes’ actions in their original habitat thus 

introducing a potentially game changing new dimension of the toolkit of the optimization. 

Unique from the others, this strategy first divided the population into two equal halves of males and females properly 

using the equations: 

Nmale ≈ 
2 

, Nf = N − Nmale

 (1) 

where N represents the total population size, Nmale denotes the number of male individuals, and Nf signifies the 

number of female individuals. During each iteration, the algorithm identifies the optimal individual candidate solution, 

or the "food position" ffood, by assessing the best performers within each gender group, namely the best male fbest, male 

and best female fbest, female. 

The Temperature T and Food Quantity FQ parameters are defined as follows: 

T = exp 
  

− 
g   

, FQ = c  exp 

   
g − T

 

(2) 

In this context, g denotes the current iteration, T represents the total number of iterations, and c1 is a constant 

with a value of 0.5.   The search behavior of the snakes is dictated by the Food Quantity (FQ). A search for food is 

attempted if the frequency quality falls below a certain threshold = 0.5. The snakes must pick a random position 

within the food and update it. 

The mathematical representation of the snakes’ explorative male and female behavior is for male snakes: 

 

xi,j (g + 1) = xrand∈[1,N/2],j (g) ± c2 × Ai,male ((UB − LB) × rand ∈ U (0, 1) + LB) , (3) where 

 

Ai,male 

= exp 
frand,male     ,

 (4) 

fi,male 

with xi,j denoting the position of the ith male snake, and Ai,male representing the male’s capability to 

locate food. 

For female snakes: 

 

xi,j (g + 1) = xrand∈[1,N/2],j (g + 1) ± c2 × Ai,female ((UB − LB) × rand ∈ U (0, 1) + LB) , (5) where 

 

Ai,female 

= exp 
frand,female    ,

 (6) 

fi,female 
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fi 

indicating the female’s proficiency in finding food. 

This phase of exploitation, the SO algorithm implements two conditions to find the optimal solutions: 

If FQ < Threshold and T > 0.6, the movement towards food is modeled as: 

xi,j (g + 1) = xfood ± c3 × T × rand × (xfood − xi,j (g)) (7) 

Below the threshold (FQ < Threshold and T < 0.6), snakes engage in either fighting or mating modes, 

delineated as follows: 

Fighting mode for male snakes involves: 

xi,j (g + 1) = xi,j (g) ± c3 × Fi,male × rand × (xbest, female − xi,male (g)) (8) 

 

Where 

Fi,male 

= exp 

  

− 
fbest,f

 

(9) 

 

Denotes the fighting capability of the male snake. 

Mating mode allows for position updates based on mating ability, defined for males and females with respective 

equations show casing the interaction based on a mutual attraction quantified by the mating ability. 

This detailed exposition and mathematical formulation of the Snake Optimization Algorithm not only elucidate 

its operational mechanics but also highlight its novelty in mimicking natural behaviors to solve optimization 

problems. 

 

Algorithm 1 Pseudocode for Snake Optimization Algorithm (SOA) 

1: Input: Population size N , Maximum iterations T , Threshold values for FQ and T , Upper and lower bounds UB 

and LB 

2: Output: Best solution xbest and its fitness value 

3: Initialize the population of snakes with N candidates. 

      4: Divide the population into two halves: Nmale and Nfemale  

    5: for each iteration g from 1 to T do 

6: Evaluate the fitness of all individuals in the population 

7: Identify the best male snake fbest,male and the best female snake fbest,female 

8: Determine the food position ffood as the best overall candidate 

9: Calculate Temperature T and Food Quantity FQ: 

T = 𝑒−𝑔
 

(10) 

FQ= 𝐶1 . 𝑒
(
𝑔

𝑇
)                                                        (11) 

 

10: if FQ < Threshold and T > 0.6 then 

11:                     Update the position of snakes toward the food: 
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 xi,j (g + 1) = xfood ± c3 × T × rand × (xfood − xi,j (g)) (12) 

12: 

13: 

14: 

15: 

else 

if FQ < Threshold and T < 0.6 then 

Snakes engage in either fighting or mating: 

Fighting mode for males: 

 

xi,j (g + 1) = xi,j (g) ± c3 × Fi,male × rand × (xbest, female − xi,male (g)) (13) 

16: Mating mode: Update the position of the new offspring based on mutual attraction. 

17: end if 

18: end if 

19: end for 

20: Return the best solution xbest and its corresponding fitness value 

 

The algorithm begins with the Initialization phase, where a random population of male and female snakes is created. 

This phase also involves setting initial parameters such as C1, C2, C3, the threshold values, and Q, as well as evaluating 

the initial fitness values for each snake. 

The population is then divided into two equal groups: male snakes (Xm) and female snakes (Xf ). The algorithm 

proceeds into an iterative loop where t + + denotes the iteration counter being incremented in each cycle. 

For each iteration, the algorithm evaluates each snake in the groups Nmale and Nfemale to identify the best-performing 

male snake (Xbestm) and female snake (Xbestf). Following this evaluation, the Łemperature and Quantity 

parameters are defined. 

The algorithm then assesses the Food Quantity (FQ) to determine if it is below a certain threshold, which 

triggers the Exploration phase. If FQ is below the threshold, the snakes engage in a random search where their 

positions are updated accordingly. 

If the temperature T exceeds a predefined threshold, indicating hot conditions, the algorithm moves to check if 

the random number generator’s output is greater than 0.6, which would activate the Fight Mode. In Fight Mode, the 

positions of male and female snakes are updated based on the best solutions found in the opposite gender. 

If neither of these conditions is met, the algorithm enters Mating Mode, where male and female snakes update their 

positions based on their partners’ positions. Additionally, the algorithm may randomly replace the worst-performing male 

and female snakes with new positions within the search space. 

The loop continues until the iteration counter t reaches the maximum number of iterations T , at which point the 

algorithm terminates, yielding the best solution found. 

4 Experiment Results 

According to the Table 3, the outcomes of the experiment on optimizing the parameters of the employed One- 

Dimensional Convolutional Neural Network using the Snake Optimization Algorithm were highly positive throughout 

the various runs. With the overall objectives of the experiment in mind, the Optimization process was conducted thrice 

to ensure the validity and generalizability of the results. This was because each run produced distinct optimal parameters 

and their corresponding validation accuracies. In the first run, the optimal configuration was established with 53 

filters in the first convolutional layer, 18 filters in the second convolutional layer, kernel size of 3, pooling size of 3, and 

126 and 84 neurons in the first and second dense layers respectively. The configured model provided a validation 

accuracy of 0.9958, which was an illustrious model. In the second run, on the other hand the optimal parameters 



Journal of Information Systems Engineering and Management 
2025, 10(35s) 

e-ISSN: 2468-4376 

  

https://www.jisem-journal.com/ Research Article  

 

 862 
 

Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative Commons Attribution License 

which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. 

 

identified were 40 filters in the first convolutional layer, 103 in the second convolutional layer, kernel size of 3, pooling 

size of 2, 19 and 114 neurons in the first and second dense layers respectively. The configuration was linked to a 

validation accuracy of 0.9925. Finally, the optimal parameters from the third run involved 104 and 98 filters in the 

first and second convolutional layer respectively, kernel size of 3, pooling size of 2, and 24 and 114 neurons in the first 

and second dense layers respectively. The configured model achieved a validation accuracy of 0.9956. Consequently, 

after a comprehensive comparison of the performances in the three runs, the best parameters were identified as the 

ones in the first run. This model configuration was associated with the highest validation accuracy of 0.9958. The 

performance of the final model was also tested using the confusion matrix that clearly demonstrated the model’s 

ability to classify the data correctly. In that view, it noted that the model correctly classified all  the positive and 

negative instances, which indicated the model’s ability to precisely distinguish between the various classes. The 

findings of this experiment reveal that while the Snake Optimiza tion Algorithm enhanced the performance of the deep 

learning model, multiple optimizations run improved its performance hence the need to constantly optimize the model 

in the iterations. 

The “Run” column depicts the series of experiments or iterations carrying out to test various hyperparameters 

simultaneously. A single run marks one set of hyperparameters of the Convolutional Neural Network (CNN) model 

to be used with the training data. The objective is to identify which configuration proves the most effective in regard 

to accuracy. 

The CIFAR-10 classification performance of the proposed CNN model with the difference Readers’ visualization 

examinations and the difference LQ-SSIM values is shown in Table 2, including the “Filters 1” and “Filters 2” that 

represent the number of the convolutional filters in the first and the second convolutional layers, respectively. The 

filters are crucial parts of the convolution layers because the filters permit the extraction of significant features from 

the input information, including patterns or edges. Since the focusing of the filters is arithmetic, it is achievable to 

arrive at the best number of filters required by exploring the model. 

For layers that are Convolutional layers the “Kernel Size” is the size of the conversation kernel or filter that is used. 

It convolves over the input data by sliding its kernels with operations of basic algebra consisting of matrix 

multiplication and addition. Size of the kernel determines its receptive field; these checks how much of the input the 

filter is able to examine at one time. 

In the max-pooling layers, “Pool Size” represents the size of the pooling window. By using pooling layers, dimensions 

of the data are reduced while the most important features are preserved, which in turn decrease the computational 

load and addresses over fitting issue. It is seen that the size of the pool controls the downsampling factor of the feature 

maps. 

The last two columns; “# Neurons Layer 1” and “#Neurons Layer 2,” represent the number of neurons in the first and 

the second fully connected layer or also known as a dense layer in the artificial neural network . These layers are 

actually capable of learning high level representations and how different features extracted by the convolutional 

layers are to be combined. The number of neurons in these layers can be adjusted to improve specification of complex 

relationships within the set data. 

The meaning of the “Batch size” column is the number of training samples passed forward and backward pass during 

the training process. A smaller batch size uses fewer memory amounts and results in more updates while a large batch 

size leads to smoother gradients which converge more quickly. Batch size is a critical hyperparamenters that may 

affect the training and the final model. 

Last, the “Accuracy” column represents the validation accuracy that the model came up with for the specific 

hyperparameters specification. This accuracy expresses the capability of the model in correctly predict the output to 

unseen data hence the generalization of the model. The configuration with the highest testing accuracy was also the 

best one; this proves that the developed model can successfully predict the value of the target variable. 
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Table 3: The Hyper-parameters optimization using Snake Optimization Algorithm 

Run Filters 1 Filters 

2 

Kernel 

Size 

Pool 

Size 

layer 

1(#neurons) 

layer 

2(#neurons) 

Batch size  Accuracy 

1 53*53 18*18 3*3 3*3 126 84 16 0.9958 

2 40*40 103*103 3*3 2*2 19 114 16 0.9914 

3 104*104 98*98 3*3 2*2 24 114 16 0.9956 

Best 53*53 18*18 3*3 3*3 126 84 16 0.9958 

 

 

Figure 13: Learning Curve 

Figure 13: Loss Learning Curve — Plotting the training loss and validation loss of a model on multi-epochs period 

Axis X is for a number of the epoch and axis Y is loss value. Understanding how well the model is fitting to training data 

(Training Loss) and generalizing to unseen data (Accuracy, Learning Curve). The training loss and validation loss both 

decrease towards the end as number of epochs add up in model. Fit () which shows that our model is learning nicely. 

The validation loss drops below the training loss after halfway through, which means that we are learning valid 

generalizations to new data. As training proceeds, both losses come together and the validation loss plateaus at a low 

level representing that our model has learnt to fit the trained data as well generalize on new data. This trend is 

characteristic of a model that has been well optimized and does not have large overfitting. 

The proposed model takes an industrial strength 1D-CNN model and optimizes it with the Snake Optimization 

Algorithm (SOA). The results graphically shown of The SOA optimized 1D-CNN model P-T is much better than 

previous results, for example At 99.58% of the test set, the validation accuracy we achieved with our model is 

significantly higher in related works that came before it. For instance, models in [19] achieved accuracies of 93.33%, 

but these studies used other machine learning techniques, which might not have been as suitable for the specific data 

set or the problem domain. The ROC and Precision-Recall curves show what our model achieves in terms of balancing 

complexity with accuracy, something that is really appropriate for deep learning architectures like this. In addition- check 

out how stable that learning curve looks! This means the model generalizes well and does not fall into the common 

traps of overfitting; they were two challenges posed by [22] and [24] which resulting from minor errors in them. By 

integrating the SOA with traditional hyperparameter tuning, this study presents a novel method of refining your 

regression results that may transform what the future will be for cervical cancer detection work. 
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Table 4: Comparison of Related Work with the Proposed Model 

Study Model/Algorithm Accuracy 

(%) 

Key Features/Advantages 

[19] Decision Tree, 

Random Forest, 

XGBoost 

93.33 Feature significance high- 

lighted 

[22] Voting Classifier, 

SMOTE, PCA 

94.94 Addressed dataset imbal- 

ance, PCA for efficiency 

[23] Boruta Analysis with 

SVM 

98.72 Enhanced feature selection 

using Boruta 

[24] XGBoost, Feature 

Selection Methods 

94.94 Combination of feature se- 

lection algorithms 

Proposed Model 1D-CNN + SOA 99.58 Superior optimization, 

Balanced complexity and 

accuracy 

 

5 Conclusion 

In this study, we proposed an improved 1D Convolutional Neural Network Model with Snake Optimization Algorithm for 

the purpose of predicting cervical cancer risks. The combined methodology has also been well investigated in order to 

evaluate the effectiveness of the proposed model with the present methods mentioned in the literature. When 

implementing SOA in the CNN model it was observed that the adaptive hyperparameters enhanced the accuracy of 

the network to a greater precision. 

The proposed model obtained, during the model validation process, an accuracy of almost 99.58%, which is far 

better than traditional machine learning algorithms as well as some of the recent deep learning models explored in similar 

studies. This is to further demonstrate how effectively the SOA can work particularly in solving intricate neural 

networks and further to its possibility in other domains such as medical diagnosis. 

Also, the comprehensive Exploratory Data Analysis (EDA) allowed us to get the insights on the given set, which 

helped in the further preprocessing and feature extraction. The detailed exploration of the datasets, explicit complex 

optimization processes coupled with the state of the art deep learning network topology clearly depicts the holistic 

method used here. 

Therefore, for better accuracy and reliability of cervical cancer risk prediction the proposed 1D-CNN model is 

optimized with SOA. The results not only prove that our approach works but also imply that such optimization 

techniques might be further applied to other fields that require classification to be crucial. Future work will be on fine-

tuning the model and identifying other optimization methods for the same and extending the methodology to other 

types of medical data to facilitate early diagnosis and treatment. 
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