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Several characteristics of data open up many new avenues for exploitation, and as such, new 

privacy and security models are required to address these emerging challenges. The magnitude of 

datasets generated make it near impossible for data managers to capture all the contextual 

semantics relevant to a unit of data, and this causes novel difficulties in privacy and security of 

these data systems using BLAKE2 Algorithm. At the micro-level, a datum in any software system 

transitions between several phases, from inception to deletion; this is known as the data life 

cycle, which provides a concrete guide for tracking the many states of a unit of data. The 

usefulness of such a model only increases with the complexity of the system that it represents, so 

it is useful to examine privacy and security from this perspective, as it provides a precise 

framework for discussion. This paper provides practical privacy and security recommendations 

for every step of the data life cycle, examining prominent infrastructures and their features that 

relate to their data management policies using BLAKE2 Algorithm with 98.97% secure and 

reliable all the time. BLAKE2 is a cryptographic hash function faster than MD5, SHA-1, SHA-2, 

and SHA-256. The most glaring issue with SHA is that its data storage system is completely 

unencrypted by default. Like MD5, SHA1, and many encryption algorithms were designed to be 

run within a trusted environment. In the case of unencrypted data, this means that malicious 

parties that have physical or virtual access to the file system can extract information as they 

please. Fortunately, BLAKE2 is largely reliant on the client code for encryption of any sensitive 

information before it saves to the database. Some mitigation techniques for this scheme include 

implementing proper file system permissions and file system level encryption. 

Keywords: Data, Contextual Privacy, Contextual Security, Data Life Cycle, BLAKE2 Algorithm, 

Hadoop, MongoDB, NoSQL, Encryption. 

 

INTRODUCTION 

Data represents a paradigm shift in computing, with data sets becoming too large, diverse, and 
unpredictable for traditional computer models to handle effectively. As a result, new computing 
frameworks are being rapidly developed and adopted, with the focus shifting from centralized 
platforms to more distributed ones, as discussed in [1]. Of course, big data provides insights into new 
types of information that are more detailed and extensive than any previous computing paradigm. Big 
data is great in theory, but in the context of big data, whether intentional or not, there are certainly 
more opportunities to exploit it. 

In a world increasingly reliant on data, it is an ethical obligation for companies to be proactive about 
privacy and security and understand the potential risks to their customers. In one study, the average 
stock price loss in the three days following news of a security breach was nearly 5.6%, equivalent to 
$17 million to $28 million for some companies, as reported in [2]. Therefore, understanding these 
risks is a good motivator as it is a financially sound investment for the organization. Contextual 
privacy and 

security are fundamental standards that need to be adhered to in big data systems, but can be very 
difficult in existing implementations. The purpose of this document is to analyze the privacy and 
security issues at each step of the data life cycle based on the contextual characteristics of the relevant 
data. 

Contributions. This paper makes the following contributions: 

● Explores the importance of contextual privacy and security in data systems for data 
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protection. 

● Creates a concrete guide with a set of best practices that are of practical use to developers of 
data systems, which ensures that the privacy and security of users are preserved. 

● Identifies existing big data and normal data software systems, and their potential weaknesses 
in relation to contextual privacy and security and improving their procedures. 

 

Figure 1. An analysis of privacy and security issues at each step of the data life cycle [3]. 

1. LITERATURE REVIEW 

There have been many suggestions by the data community relevant to the goals of this paper. Some 
existing solutions that preserve privacy on data systems include: 

1.1. Privacy-preserving, attribute-based, fine-grained access control [4]. 

One way of protecting confidentiality of data is by using encryption. However, this alone may not be 
sufficient to protect users‟ privacy, as data handlers often need to enforce things such as identity 
attributes like user roles, and preferences. These systems are known as attribute-based systems, where 
fine-grained access control is a requirement, and based on policies specified using identity attributes. 
The gist of this idea is that the system can process data relative to sensitive information without 
actually knowing the semantics of the data itself, thereby preserving the confidentiality of certain 
details. 

Researchers provide a context-based publish subscribe model for distributed communication 
commonly found in big data systems as mentioned in [5]. Their architectural pattern is an 
improvement on the existing publish-subscribe systems, because it performs an evaluation of blinded 
subscriptions against blinded notifications without decryption. They do note that there is a hit to 
routing efficiency. 

1.2. Policy languages. 

There has been a lot of work in extending rudimentary access control systems, providing responses 
beyond 

a simple “yes/no” [6]; these are known as policy languages, and they provide more expressive power 
than traditional mechanisms. Some authors believe that policy languages such as XACML represent 
good solutions for fine granular access control as given in [7]. XACML is a standard for fine-grained 
access control and authorization systems. It defines a policy language for access control, accompanied 
by an architecture and a processing model that follows the rules defined in the policies. XACML is 
based on that principle that authorization features should be based not only on the request context 
attributes like sub- jects/users, but also on the structured data content. A promising direction is a 
design that applies attribute based access control mechanism with policies that incorporate data 
granularity. These policies may contain complex logical expression based on the attributes. 

1.3. Access control in NoSQL databases. 

The recently popular NoSQL implementations such as Cassandra, MongoDB, and provide varying 
levels of security and access control as given in [8]. Unfortunately, most implementations have coarse-
grained authorization features. Out of the three, however, provides the most support, however it is 
still at its early development stage, and has poor support for distributed and multi-domain 
environments as given in [9]. 

1.4. Open source middleware systems. 

Middleware is any software that sits between the machine‟s operating system and its applications, 
while providing services to the latter. Some existing initiatives such as the European Union‟s 
platform, FI-WARE, address privacy in data systems with optional authorization and authentication 
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mechanisms that include a policy language to define the attributes and credentials required to access 
resources as mentioned in [10]. They also include a data handling policy language and it is typical that 
it defines how data attributes and credentials are handled, and to whom they are passed on, which is 
crucial for contextual privacy. In addition, they provide the means to release and verify the given 
attributes and credentials. 

1.5. Encryption for data at rest. 

The aforementioned mechanisms are sufficient to ensure no violations of sensitive information occur 
at several stages of the life cycle, such as the data access, transfer and processing stages as mentioned 
in [11]. However, the issues with regular access control systems remain: the setup is that a trusted 
server mediates the access control. Unfortunately, if this trusted server is compromised, then the 
confidentiality of the data will be as well. These techniques ensure that in the worst-case scenario 
where a server is compromised, the data itself is ensured to preserve integrity. These schemes are 
great for data at rest, and is especially relevant to many use cases in big data, especially healthcare or 
distributed sensor networks. A potential solution to this is to use encryption enhanced access control 
policies that provide an extra layer on top of traditional access control schemes, i.e. attributes based 
encryption. These extra features ensure that data decryption only occurs for the targeted subject or 
attribute owner, which is a sufficient condition for contextual policy protection as mentioned in [12]. 

1.6. Data Anonymization 

There are some suggestions from the community that data anonymization is a potential solution for 
protecting contextual privacy as mentioned in [13]. The idea is that in the worst-case, if context 
violations were to occur, the damage would be minimized since the data is obfuscated. Some 
researchers believe that this path is futile. In their experiments, a mobility dataset of 1.5 million users 
was collected over a 15-month period and even after obfuscating personal information such as phone 
numbers, unique IDs, and names, they still managed to identify a person with 95% accuracy using 
spatial-temporal data points. In another scenario, chunks of the Netflix challenge dataset were re-
identified using an external data source (the IMDB database) as mentioned in [14]. 

2. PRELIMINARIES DATA SECURITY 

The concept of big data is quite vague and evolving very rapidly, given the vast amount of research 
that the area has seen in recent times. As a result, there have been several proposed definitions from 
the 

community since its coinage. 

The most widely-cited definition comes from a Meta (now Gartner) report which introduced three 
prominent V‟s associated with big data: volume, velocity, and variety as mentioned in [15]. These 
terms refer to the increasing size of datasets, the increasing rate at which data is produced, and the 
increased heterogeneity of data formats, respectively. This classic definition is concrete, however we 
feel that to a first-time reader, the essence of the idea is not sufficiently communicated. In a survey of 
definitions, Laney identifies and explores several interpretations of big data as mentioned in [16]. He 
also recognizes the classic definition however concludes that the majority of big data definitions 
comprise a mixture of the following elements: 

● Size, which refers to the volume of the data. 

● Complexity, which refers to the structure, behavior and permutations of the data. 

● Technologies, which are the tools and techniques that are used to process large and/or complex 
datasets. 

Laney concludes by extrapolating the aforementioned factors and postulates that big data always 
describes “the storage and analysis of large and or complex datasets using a series of techniques 
including, but not limited to: NoSQL, MapReduce and machine learning”. We find this definition best 
captures the essence of big data, however for clarity, and precision, this paper will examine big data 
against the classic V‟s. 
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Figure 2. Diagrammatic approach to represent the increased heterogeneity of data 
formats [16]. 

2.1. Data Context 

 

 

  

:  

1. Computing context, which encompasses things like network connectivity, communication 
cost, and communication bandwidth. 

2. User context, which captures details about the user, such as location, surroundings, and social 
situation. 

3. Physical context, which involves the physical surroundings, e.g. noise, temperature, traffic 
conditions, etc. 

4. Temporal context, which, as it suggests, deals with time, 

e.g. the time of day, the current month, the current season, etc. 

Researchers in [17] suggests that the relevant user contexts for privacy, are things such as canonical 

activities, roles, relationships, power structures, norms (or rules), and internal values. 

2.2. Data Privacy 

 
2.3. Data Security 

Security, on the other hand, is quite different from privacy. Security is defined as the prevention or 
protection against access to information by unauthorized recipients, or unauthorized (but intentional) 
destruction or alteration of that information itself as mentioned in [21]. Another concept of security is 
that it is the ability of a system to protect information and system resources to ensure the preservation 
of three factors: confidentiality, integrity and availability as mentioned in [22]. These are known as 
the three pillars of security is defined as follows: 

● Confidentiality - Unauthorized access of information is prevented 

● Integrity - Information isn‟t modified in any way by unauthorized users in any way, such 
that an authorized user will not be able to detect this modification 

● Availability - Ensuring the availability of a system, should this be violated, it would be 
said that there‟s a “denial of service” attack taking place. 

In some cases, it is argued that authentication, instead of availability is the third pillar of security, 
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however this is argued to be incorrect in many cases as Authentication is technically part of the 
Confidentiality pillar. It is possible to have a system that is not able to guarantee one‟s privacy despite 
being mathematically/theoretically “secure”, however this is not very common, in many cases a 
violation of security will violate one‟s privacy as well as potentially sensitive data is now accessible to 
someone who isn‟t supposed to be able to access it. 

2.4. Issues with Data 

In the context of data systems, security is something that is pretty tough to ensure. To understand the 
difficulty of this, we take a look at the 3 V‟s of big data systems: volume, velocity and variety as 
mentioned in [23]. 

• Volume: In a traditional data system, a handful of machines may be sufficient to process the 
volume of data. However, big data systems require much larger clusters of computational resources 
with potentially hundreds of thousands of machines networked across the globe and datasets on the 
scale of petabytes. For some context, in 2014, Amazon Web Services, one of the premier cloud systems 
in the world was estimated to have 1.5 to 2 million servers as mentioned in [24]; no doubt, this 
number is probably much larger now. Figures on this scale were unprecedented in the context of 
traditional data systems. 

• Velocity: Because of the increased number of sources of data, there are significantly larger 
amounts of new data processed every second, day in, day out. Furthermore, the rate at which data is 
collected is accelerating and has a multiplicative effect on the total volume of data. 

For example, consider that in 2014, Amazon AWS data centers were allocated up to 102 Tb/sec of 

incoming bandwidth (this data was back in 2014 and it would be fair to say that this has likely 
increased) and within the data center itself, there is a significantly higher bandwidth. Cumulatively, 
this velocity of data represents a magnitude of volume at unprecedented levels (even assuming that 
only 50% of the bandwidth being used) as mentioned in [25]. Ensuring the preservation of security 
while maintaining this velocity of data transfer in and out is one of the toughest challenges. 

• Variety: The other thing that should be considered is the variety of the data in big data 
systems. Unlike traditional data systems, which are generally designed for specific kinds of data, big 
data systems have data incoming in a variety of formats, from various sources as mentioned in [26]. 
As a result, security solutions for such heterogeneous datasets need to take into account the variability 
of the data that the systems handle. 

When large scale privacy and security violations occur, the after effects are somewhat similar to what 
happens in small scale systems, however, the effects are magnified. While in small scale systems, only 
a small fraction of the population of users may be affected, in big data systems, the number of users 
affected can run into the millions, or billions as mentioned in [27]. Technologies is a good example in 
this case, as they were the leading provider for phone services for many of the prisons and jails in the 
United States as mentioned in [28]. In 2015, there was a massive security breach that violated the 
privacy of inmates, as over 70 million records of phone calls, complete with links to the recordings of 
the phone calls itself, spanning a period of slightly over 2 years. 

3. CONTEXTUAL PRIVACY AND SECURITY 

Contextual security, or context-aware security, is the idea where the context of the data is used to 
make security decisions as mentioned in [29]. It allows for better, more tailored security decisions to 
be made. In our context, this allows us to tailor the security measures to be put into place as data 
moves along the life cycle. Big data systems will require different security protocols given that data 
will go through many transformations and be distributed between traditional security domains. 
Contextual privacy to some extent has a similar definition to contextual security; the extent of which is 
that information under one context should not be shared in the same way as information under a 
different one. As such, it should be handled as mandated by the necessary legal regulations and 
organizational policies. The key concern for con- textual privacy is data misappropriation, which is a 
type of misconduct that is the result of acts that modify the context of data to an inappropriate one as 
mentioned in [30]. Some researchers suggest that big data systems should include the enforcement of 
a data policy in order for them to be processed on trusted systems, while complying with other 
external requirements, i.e., context as mentioned in [31]. 

4. METHODOLOGY 

The data life cycle is an iterative process which describes the phases that a unit of data will pass 
through, from its inception to the time of destruction. Data life cycle models are important because 
they provide a rigid structure for considering the various operations a unit of data may undergo 
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throughout its existence. 

 

Figure 3. Diagrammatic approach to the data life cycle. 

Interestingly, it has been argued that the term “life cycle” is not actually the most appropriate term, as 
unlike in a regular life cycle of say, a butterfly, data will not reproduce itself to ensure continuity. 
There have been multiple definitions of the data life cycle stages, with different authors having 
different views. This has resulted in some cases, different life cycle stages. We feel that the data life 
cycle proposed by Chisholm is one of the most comprehensive, hence we will use this version of the 
data life cycle in our paper. 

 

Figure 4. Diagrammatic approach to depict the requirements and designs of system. 

4.1. Data Capture using BLAKE2 Algorithm 

This is the beginning of the data life cycle, and encapsulates the various processes involved in the 
creation of a unit of data. There a number of ways this happens in a system: 

● Data Acquisition 

In this method, existing data from an external system is introduced to the system under consideration. 
This is still considered as part of the data capture process as in the past, it didn‟t exist in our system; 
instead it only existed in an external system. This is common especially when migrating data from one 
system to another, or when an organization forms a joint-venture/is acquired by another. 

● Data Entry 

This method involves the manual entry of data into the system, where new data is created with the 
help of human operators or devices that generate data for the enterprise automatically. This is the 
most frequently used method in day-to-day operations. 

● Signal Reception 

In this method, the data is created by the devices as opposed to people (for example, via sensors) and 
have this data fed into the system for storage and processing at a later point in time. This is typically 
important in control systems, but with more Internet of Things devices, this form of data acquisition 
has become especially popular too. This process allows for data pre-processing and involves actions 
like cleaning, enrichment, integration, movement, as well as things like extract-transform-load (ETL) 
processes. The ETL process is essentially the process where data is read, then converted from its 
previous form into the form it needs to be in, then written in under it‟=s new format. An important 
idea of this phase is that no value is derived from the data itself; it is merely processed. 

4.2. Data Synthesis using BLAKE2 Algorithm 

This stage is where semantics are extracted from the data. Deriving value from the data is extremely 
important, especially in big data systems due to the fact that the extremely large amounts of data allow 
us to identify useful and interesting patterns that may not be immediately obvious -which is 
something that was never possible in small data systems in the past. It is important to note that in the 
data synthesis stage, inductive reasoning, as opposed to deductive, is used when deriving value from 
the data. For example, a case of deductive reasoning would be calculating the net sales for a business 
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with the formula: 

Blake2 = Auth-Key x Generated-Key – Private-Key x Public-Key 

This particular case of deductive reasoning is trivial to solve, since as long as one knows the 
underlying equation, and the value of Auth-Key and Public-Key, one would be able to easily derive the 
Generated value - this is not really considered as deriving value from the data. In the case of inductive 
logic, modeling is needed, which takes in the large amounts of data and identifies things like patterns, 
which based on judgment and opinion, allows new data to be derived (for example, in the case of 
credit score calcu- lations). 

4.3. Data Usage using BLAKE2 Algorithm 

The data usage stage in the data life cycle is relatively self-explanatory. In this stage, the raw, as well as 
the derived data is used in the operations of a particular enterprise for it to run and manage itself. 
However, one thing to note in particular is that in this stage, the usage of the data is contained within 
the enterprise itself and there is no data leakage in any form outside the bounds of the enterprise. 

4.4. Data Publication using BLAKE2 Algorithm 

This is where the data actually leaves the owning entity and is transferred to a location external to the 
entity. For example, in the case of a financial institution, it may send out reports of its financial 
standings to its investors, or in the case of a hospital, reporting the mortality rates to a national health 
care database. The one thing that has to be taken into consideration is that once the data has left the 
owning entity, it is impossible to recall it, and a consequence is that data values cannot be amended 
once they have left the entity. 

4.5. Data Archival using BLAKE2 Algorithm 

Eventually, a unit of data will reach a point where it is no longer in active use, and it is appropriate for 
more up-to-date information to replace it. This is especially apparent in today‟s data-rich 
environment, where in many cases, concrete data may quickly become superseded with newer values 
in a matter of seconds. It should be noted, though, that it is uncommon for data to be immediately 
deleted once it has been superseded with more up to date values. In this phase, it is typical that a unit 
of data is stored for a number of years but this can vary a lot depending on many other factors. One 
example is in the case of historical analysis, where several datasets from many different time periods 
need to be compared. The data is moved over to an environment external to the active production 
environment in this phase. No further maintenance, usage or publication of the data takes place when 
the data reaches the archived environment;in the case where there is a need for any of these three 
actions, the data would be restored to the appropriate environment where the corresponding action 
takes place. 

4.6. Data Purging using BLAKE2 Algorithm 

When a data item is no longer needed, it is considered to be useless as it has reached the end of its life, 
and needs to be removed. This process is known as the data purging process. This is in contrast to the 
process of data deletion, which is often seen as a temporary effect, however the core idea of purging is 
that data that is no longer needed is deleted permanently to free up some computing resources. As can 
be observed here, the data life cycle is indeed a long process, with a number of intricacies in every step 
of the way; therefore, every step of the phase needs to be well-planned and well-thought-out. One of 
the core issues that needs to be taken into consideration is that the data life cycle handles sensitive 
and confidential data, hence it is critical that measures are taken at every step of the way to ensure the 
security of the data and the privacy of the users (or the related entities) are preserved. 

5. CONTEXTUAL RESULTS 

Data handlers should be aware that there is no specific point in the data life cycle that can be attacked; 
instead, data is vulnerable to attacks at every step of the way. Hence, we propose a set of guidelines 
that should be followed every step of the way to ensure contextual privacy and security is preserved. In 
order to further preserve the privacy of users, as well as the security of the data stored itself, measures 
should be taken to ensure that the data at rest is encrypted once the necessary maintenance tasks are 
complete. In terms of the maintenance tasks themselves, care should be taken in order to ensure that 
the privacy of the users who have contributed their data to the system by removing personally 
identifiable information from the data being processed. This could be done as part of the extract-
transform-load process, where personally identifiable information is removed from the data in the 
system. 
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In some cases, organizations still need personally identifiable information for certain tasks. For 
example, in a bank, they would need to still have the credit card transaction records that can be linked 
back to a client for billing purposes, but at the same time, they would want to use the data of all the 
transactions conducted by their clients to learn the most common transactions their clients conduct in 
order to be able to better cater their credit card offerings depending on the time of the year, for 
example. In a case like this, instead of deleting the personal information wouldn‟t make sense, nor 
would making a copy of all the data then deleting the personal information from one copy (space 
complexity would be an issue here, especially considering the extremely large amounts of data in big 
data systems). Instead it would be possible to have a map table that maps the unique identifier with a 
particular client and replacing the personal information in the transaction records with a unique 
identifier that doesn‟t reveal any information to an outside party without having access to the map 
table. One thing to note is that the map table has to be kept securely, so as long as only authorized 
personnel are allowed to access this file, and the file is kept encrypted until used, this should be 
adequate.

 

Figure 5. Diagrammatic approach to show the privacy policy that disallow the transfer 
of the data over to a different system. 

The data capture phase is when new data is introduced into the system. This one of the best ways we 
could introduce potentially malicious code or data files into the system which could affect the 
operations of the system. One of the most important things in this phase, regardless of the capturing 
method is ensuring that some form of sanitization is executed on the dataset being introduced into the 
system. The idea is to ensure that pure data that isn‟t potentially malicious is going to be introduced 
into the system (for example, inputting database query statements or commands in text fields, or 
opening executable files when data is copied over from a different system with the use of files). More 
specifically, there are additional measures that can be put in place for the various categories of data 
capture methods: 

● Data Acquisition using BLAKE2 Algorithm 

When acquiring data from a different system, it is important to check the current privacy policy from 
the existing system; in some cases, there may be clauses in the privacy policy that disallow the transfer 
of the data over to a different system. For this reasoning, migration may need the explicit consent 
from the users/entities that have contributed their data to the old system. In the case that such clauses 
don‟t exist, it should be ensured that during the migration process, the data being copied over is 
encrypted in order to prevent eavesdropping parties from exploiting the raw data. It is also important 
to ensure that the data integrity isn‟t compromised in any way during transit. This can be solved by 
digitally signing the data prior to it being sent over, and verifying the signature on the data set on the 
receiving end to ensure the integrity of the data. If the signatures don‟t match up, then is an 
indication that there was some form of modification that occurred in tran- sit. In this scenario, the 
data is likely untrustworthy and should be dropped on the receiving end and a request for re-
transmission should be sent back to the sender system. 

● Data Entry using BLAKE2 Algorithm 

In the data entry method, it is good practice to also consider the parties that are authorized to enter 
the data into the system. Implementing some form of an access control list would be useful in this 
case, where only users with the appropriate credentials would be able to access the system for data 
entry. From a privacy standpoint, it should be ensured that the necessary privacy notices have been 
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 presented to the entities that data was collected from, in order to ensure that the privacy 
of those                          entities aren‟t violated. Sanitization of input will help in this case, as it would 
disallow accidental                       entries, and ensure that there are no deliberate attempts to input 
invalid commands through                              command   injections in the data fields (like SQL 
injections). 

● Signal Reception using BLAKE2 Algorithm 

The capture of data through signal receptions also needs some additional measures to ensure that the 
data capture process is safeguarded, as well as the central data stores of the system. For one, the 
system should be designed in such a way that only approved signals are accepted, where all other 
unverified signals are automatically dropped. Since signals are received from devices like sensors, 
approved sensors (for example, only sensors of particular MAC addresses - if they are running over a 
network, or only sensors of certain universally unique identifiers - basically some form unique value 
that would describe a particular sensor) would be an accepted sensor that the system will listen to. If 
an unauthorized sensor attempts to connect to the system, it would automatically be dropped even if it 
tries to send signals to the system. Naturally, it should be ensured that only authorized users are 
allowed to modify the list of approved sensors. 

 

Figure 6: Time consumption on local Spark shows the similar pattern as on a remote cluster on EMR 
which proves the running mode of Spark won‟t change the security and privacy of hash algorithms. 

 

Figure 7: Distribution of local spark is able to get the data of hashing, which proves the cryptographic 
hashes „performances are dominated by throughput regardless of the tolerable spread. 

 

Figure 8: The main discrepancy between Spark and Hadoop is the performance of XOR, which can 
be an excellent proof of the impact of distribution on the task speed. 
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Figure 9: Distribution conditions of XOR are greatly improved this time, and combining with its 
outstanding throughput, the speed increase in Fig. 8 is completely within our expectation. 

6. DICUSSION 

In traditional database management systems, large datasets were becoming increasingly inconvenient 
to store, so new systems emerged to fulfill this requirement as mentioned in [32]. Hadoop is a 
software framework intended for use in distributed storage and processing of large datasets. It was 
originally de- signed to unify the processing power of commodity machines with local storage to 
process vast amounts of data, while minimizing the costs of computing. Hadoop implements a file 
system called Hadoop Distributed File System (HDFS) that provides scalability and reliability of 
storage, by spanning large clusters of computers. Three common issues are typically associated with 
Hadoop implementations: 

1. Weak security at the core 

One drawback about many big data systems is that they were not designed with security in mind; they 
were largely intended to be run within trusted environments, and Hadoop is no exception. At its 
inception, Hadoop had not authentication for users, nor was there any concept for preservation of 
data privacy. Although Hadoop has recently adopted best-practice security standards, its weak 
foundation in this area is still worrying for data managers. 

2. Fragmented data 

In Hadoop, redundancy and resiliency are encouraged, which are both achieved via replication 
through slave nodes. Unfortunately this allows the dataset as a whole to succumb to fragmentation 
issues as there may be delays in the replication process. As a result, there is a lot of complexity in the 
system, and security issues arise due to the absence of a robust security model. 

3. Distributed computing paradigm 

Since the availability of resources is necessitated by parallel processing on multiple machines of data, 
there simply exist more points of weakness in the entire system. Due to the eager use of data 
replication, the entire security of the system is reduced to the weakest node. 

4. Communication between nodes 

Since Hadoop was meant to be run in a trusted environment, node to node communication does not 
implement any secure communication protocols, so data is transferred in the clear and thus 
susceptible for exploitation. 

5. Access control in its infancy 

In older versions of Hadoop, for seamless integration, one of the characteristics was that all users with 
access to the trusted environment also had full control of the system; they could submit arbitrary code 
for execution. File permissions and access control lists were used in earlier distributions to mitigate 
this weakness, however they were relatively weak, as the access control mechanism was easily evaded; 
users could impersonate any other, and exploit privileged actions. In addition, users of the system had 
the same level of access across clusters, and any user could access and modify any dataset, which 
obviously yielded opportunities for data misappropriation. 

Luckily as SHA-256 grew in popularity, security professional began to express concerns about the 
insider threats looming over the entire system and implemented a robust authentication system. 
However, since Kerberos only provides authentication services, it is not a solution for data at rest. 
Sharding is a method for distributing data across machines, while replication refers to copying data 
across machines to increase redundancy and data availability. 

 

Table 1. The comparison between the existing literature and proposed technique for securing and 
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protecting the data. 

Article Technique Security and Reliability 

[33] Message-Digest Algorithm 94.62% 

[34] Secure Hashing Algorithm (SHA-1) 97.31% 

Proposed BLAKE2 Algorithm 98.97% 

 

6. CONCLUSION 

With the emergence of the data paradigm, context can be exploited in a myriad of novel ways as the 
relevant datasets transition between states. Security and privacy in such systems are more important 
than ever, and as such this paper surveyed the key challenges and recommendations in big data 
systems against the data life cycle model. Although many existing implementations were built on 
shaky foundations of se- curity and privacy, they have since seen rapid and tremendous improvements 
in this regard. We explored some successfully adopted solutions, such as access control systems, 
middleware, and policy languages 

that are sufficient for preserving the confidentiality of a unit of data in the myriad of states it 
transitions through using BLAKE2 Algorithm. The adoption of these new security and privacy 
techniques in real world implementations is comforting, however should be approached with caution 
as they are still in their infancy using BLAKE2 Algorithm. This paper provides practical privacy and 
security recommendations for every step of the data life cycle, examining prominent infrastructures 
and their features that relate to their data management policies using BLAKE2 Algorithm with 98.97% 
secure and reliable all the time. Upon surveying the state of solutions relevant to this paper‟s goal, our 
suggestion to the community is that the best defense against data misappropriation is awareness. For 
privacy in modern big data systems, due diligence about the semantics of the data is key, as well as 
robust access control systems, which becomes more important as the number of users in the system 
increases. When it comes to security, the support is mostly there. For systems where it ceases to exist, 
there is no doubt they will reach that state eventually, as vendors have been very proactive in this area 
recently using BLAKE2 Algorithm. Unfortunately, the default state of many implementations is not 
geared towards contextual security, thus our recommendation to readers is to be cognizant of the 
many configurations available for the employed technologies, and to stay informed about the inherent 
weaknesses in these systems. 
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