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Chronic obstructive pulmonary disease (COPD) is a complex respiratory condition involving 

various lung parenchymal anomalies. The major aim of this research is to enhance the diagnostic 

accuracy of Emphysema, a type of COPD, by leveraging Convolutional Neural Networks (CNNs) 

applied to Chest CT scan and Chest X-ray (CXR) images. The proposed CNN method consists of 

nine convolutional layers, each followed by batch normalization (BN), ReLU activation, and eight 

max-pooling layers, along with two strategically placed dropout layers to prevent overfitting. The 

model further includes fully connected, SoftMax, and classification layers, encompassing 15.7 

million trainable parameters. The primary objective is to minimize false negatives, where 

Emphysema patients are misclassified as healthy while also maintaining low false positive and 

false negative rates, crucial for healthcare applications. On the benchmark dataset, the model 

achieved a validation accuracy of 97.01%. When applied to the real-time database from SRM 

Medical College Hospital & Research Centre, the model’s performance improved significantly, 

reaching a validation accuracy of 99.05%. The study demonstrates the effectiveness of deep 

CNNs in enhancing Emphysema diagnosis accuracy by analyzing Chest CT and X-ray images. 

The model’s ability to reduce false negatives is particularly impactful for early COPD detection, 

offering significant potential for improving patient outcomes in healthcare settings. 

Keywords: Convolutional Neural Network (CNN), Chronic obstructive pulmonary disease 

(COPD), Deep Learning, Emphysema. 

INTRODUCTION 

According to the World Economic Forum (WEF), the worldwide cost of chronic illnesses in 2030 might exceed 47 

trillion dollars [1]. In general, COPD exacerbations are difficult to diagnose in medical field [2]. So, COPD is a leading 

cause of death globally. It is estimated that more than 70% of COPD patients are misdiagnosed. Emphysema is a 

significant part of COPD. It occurs when the lung parenchyma is damaged [3]. Emphysema is often diagnosed in 

advanced stages and is a potential element for pulmonary malignancy. COPD and Emphysema are known to increase 

lung cancer risk [4]. 

Early detection of emphysema is very essential. Emphysema is "abnormal, permanent enlargement of the airspaces 

in the terminal bronchioles, followed by degeneration without fibrosis of alveolar walls and loss of elasticity of the 

lung parenchyma" [5]. COPD is when the airflow to the lungs becomes increasingly restricted over time and cannot 

reopen. Many conditions might cause this limitation, including alveolar wall degeneration and elasticity loss. 

Emphysema is one such condition [6]. Low attenuation patches on computed tomography (CT) scans indicate the 

presence of Emphysema (LAA). With the automatic quantification and detection of Emphysema, clinical routines 

assessing COPD can be more objective and reliable in their results. Emphysema is presently assessed physically, 

which is inefficient, inaccurate, and subject to observer variability [7]. The commonly used approaches for 

automatically analyzing Emphysema are based upon density calculations [8-10]. Both radiographically and clinically, 
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the diagnosis of emphysema is essential [11]. Radiologists and physicians may reduce observational errors and false 

negative rates when evaluating medical images by employing software called CAD, which evaluates diseases using 

medical images [12].  

Current approaches to diagnosis include a clinical examination, pulmonary function tests, chest X-rays and CT scans. 

Among these, CT scan is needed to scale the severity of emphysema, but it is rarely utilized to diagnose and treat 

patients with COPD. [13]. Instead, X-ray images are used. Collapsed lungs may be harder in people with severe 

emphysema because lung function is already reduced. This is an unusual yet dangerous incident. Emphysema affects 

the heart because it raises pressure in the arteries that connect the heart and lungs [14-15]. The objective of this 

investigation is to create a categorization framework for identifying emphysema. The convolutional neural networks 

(CNNs) are powerful image-understanding approaches.  

Several articles have published on the application of image processing, machine learning, and deep learning to 

diagnose emphysema. The current developments enable the detection, measurement and classification of patterns in 

medical images [16]. Researchers suggest a CNN model with 9 convolutional stages in this article: a nine-batch 

normalization level, a nine-rectified linear unit (ReLU) layer, an eight-max pooling layer, and two dropout layers: 2 

completely linked layers, one SoftMax layer, and one classification layer. The following parts discuss numerous 

literature surveys and related works of the preprocessing stage and classification process, specifically the CNN model 

to detect pulmonary emphysema disease. 

With respect to the quality of chest x-ray picture, critical information may be missed. As a result, picture 

preprocessing is used to increase image clarity [17]. In [18], an upgraded computer-assisted deep-learning technique 

for 2021 is proposed. The image is first pre-processed using histogram levelling and median filtering. The first step 

is to pre-process the image, which is done by histogram levelling and median filtration. Due to advances in CNN 

technology, image classification, and detection have significant gains. Using CNN instead of manually designing, 

extracting and selecting features, CNN can understand representative features from data at different levels (which 

are time-consuming and error-prone). A deep learning system for identifying mortality-related impairment in 

emphysema characteristics was suggested by [19]. Emphysema is categorized using Fleischer parameters, CNN, and 

cognitive modules, which are adequately conditioned. In [20] suggested a 3D CNN to classify COPD and emphysema. 

The CNN classifies raw emphysema images well presented by [21]. This is validated by the 84.25 percent accuracy 

attained without preprocessing. In [22] suggested a deep-learning strategy for the categorization of emphysema 

under multi-scale ResNet along two channels of original CT imagery. In [23] suggested a CNN framework that 

effectively collects information and produces categorization from unprocessed pictures. A novel multi-scale rotation-

invariant (MRCNN) framework have presented for categorizing 5 lung tissue morphologies [24] In [25] ILD patterns 

can be classified using CNN. Additional methods are used to classify COPD. CNN techniques may improve 

Emphysema risk models, according to the researchers, in the absence of visual assessment of the lung parenchyma 

or PFTs (pulmonary function tests). Emphysema can be detected or distinguished in CT images using several existing 

machine-learning methods, although these approaches have not well investigated. It's still unclear how deep neural 

networks determine the best way to classify pictures based on their feature layers. The gradient-weighted class 

activation mapping from a CNN creates visual explanations. It enables viewers to see the areas focused on by CNN, 

which may be able to overcome this problem [26]. The motivation behind our proposed method is to elevate 

diagnostic accuracy within the context of Emphysema, a subtype of COPD. The primary objective is to enhance the 

precision of Emphysema diagnosis. This motivation arises from the recognition that Emphysema, much like other 

COPD subtypes, presents intricate respiratory challenges characterized by varying degrees of lung parenchymal 

abnormalities. Traditional diagnostic protocols rely on pulmonary function testing, Chest X-ray and CT scan. 

The proposed method leverages Convolutional Neural Networks (CNNs) to analyze both Chest X-ray and Chest CT 

scan images, and it is motivated by the potential to achieve more precise and efficient diagnostic outcomes. By 

harnessing the capabilities of deep learning and computational methods, this research seeks to minimize errors in 

Emphysema diagnosis, addressing both false negatives (cases where Emphysema patients might be incorrectly 

identified as healthy individuals) and false positives (cases where healthy individuals might be incorrectly identified 

as Emphysema patients). This dual focus on reducing diagnostic errors has significant implications in healthcare, as 

it can lead to earlier intervention and improved patient outcomes. 
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Remaining paper is designed as: Section II describes the dataset as well as the proposed CNN model built for 

pulmonary emphysema diagnosis. Section III exemplifies the results. Section IV concludes this paper. 

METHODS 

In this research, the prediction of Emphysema is a great challenge as it may increase the risk to the patient's life. In 

the healthcare industry, medical image processing and analysis are essential when images are estimated to account 

for at least 90% of all medical data. 

The major contributions of this research are: 

• An imaging system is designed for data storage, categorizing images into two distinct subfolders based on 

their class names. Specifically, images of infected x-rays along chest CT scans systematically organized within 

the "Emphysema" subdirectory, while those depicting uninfected x-rays and chest CT scans are stored in the 

"normal" subfolder. 

• Subsequently, the dataset is separated into discrete sets for training and testing with 80 percent allocated to 

training and 20 percent for testing. This partitioning is essential for ensuring the accuracy of the proposed 

approach. 

• In addition, the data augmentation techniques are employed and execute image preprocessing to enhance 

the quality and diversity of dataset. 

• Utilize the fine-tuning of hyperparameters to enhance the model’s efficacy. A two distinct imaging models 

are used: chest X-ray and CT scans. The experimental analysis has yielded positive test results, confirming 

their effectiveness in the diagnosis of emphysema. The research also presents comparative testing outcomes, 

providing valuable insights into the performance of these imaging modalities for emphysema detection. 

2.1 Datasets 

This research makes use of datasets for the analysis of Emphysema. Table 1 gives the benchmark dataset. The datasets 

are created using chest X-rays collected from https://doi.org/10.5281/zenodo.6373392 [27] together with National 

Institute of Health Clinical Center. In contrast, the normal x-ray database can be found in Kaggle and RSNA. In 

which, 6038 imageries are considered for training, 1510 imageries are considered for testing. Table 2 tabulates the 

real-time dataset obtained through manual collection at SRM Medical College Hospital with Research Centre. The 

dataset comprises 976 samples, which divided into 780 for training and 196 for testing purposes. Table 3 illustrates 

the effect of augmenting the sample size, resulting in an expanded dataset of 19,520 samples. Among these, 15,616 

are allocated for training, while 3,904 for testing. 

Table 1; Preparation of Benchmark datasets 

Samples Train Images Test images Total 

Emphysema 3019 755 3774 

Normal 3019 755 3774 

Total 6038 1510 7548 

Table 2: Preparation of Manual datasets  

Samples Train Images Test images Total 

Emphysema 390 98 488 

Normal 390 98 488 

Total 780 196 976 

Table 3: Preparation of Manual datasets after augmentation 
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Samples Train Images Test images Total 

Emphysema 7808 1952 9760 

Normal 7808 1952 9760 

Total 15616 3904 19520 

 

2.2 Data Augmentation 

An image data augmenter contains several preprocessing parameters for picture supplementation, such as resizing, 

orientation, and indication ability. The data augmentation is used to improve the categorization of any chest X-ray 

image. It replaces the original batch of pictures with a new group of images that randomly modified. Augmentation 

operations are employed to generate new variations of the original images. This involved defining cropping 

parameters, specifically cropHeight and cropWidth, which determine the desired height and width for cropping 

images during the augmentation process. Furthermore, transformations like rotation, mirroring (reflection), and 

shearing are applied to enhance the dataset's diversity. For instance, the 'RandRotation' property is utilized to specify 

a random rotation range spanning from -5 to 5 degrees. Additionally, 'RandXReflection' and 'RandYReflection' 

properties are configured with a value of 1, signifying that horizontal and vertical reflections (mirroring) could be 

randomly applied. Finally, the 'RandXShear' and 'RandYShear' properties dictated random shearing within the 

horizontal and vertical dimensions. These transformations are randomly applied to each image, and the resulting 

augmented images are saved in a separate folder. To maximize the size and diversity of training dataset and increase 

the performance of machine learning models, computer vision and machine learning practitioners frequently employ 

this data augmentation technique. 

2.3 Image preprocessing 

Preprocessing improves image quality and image attributes for further processing. The median filter is used for hue 

equalization and distortion suppression. Smoothing is accomplished via a Wiener filter. Fig 1 depicts the proposed 

fusion approach for medical image denoising. 

 

Fig 1: Preprocessing stage 

2.3.1 Median Filter 

A non-linear technique called the median filter is used to reduce image noise. The value of each pixel is changed to 

reflect the nearby median value. Mathematically, it is expressed in equation (1), 

 𝐼𝑚𝑒𝑑𝑖𝑎𝑛 (𝑥, 𝑦) = 𝑚𝑒𝑑𝑖𝑎𝑛{𝐼(𝑥 + 𝑖, 𝑦 + 𝑗)𝑓𝑜𝑟 − 𝑘 ≤ 𝑖 ≤ 𝑘, −𝑘 ≤ 𝑗 ≤ 𝑘 } 

 

   (1) 
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In this equation, I represents input image, Imedianrepresents the image after median filtering, and (x,y) denote pixel 

coordinates. The size of the neighborhood is computed by the kernel size (e.g., 2k +1). 

2.3.2 Wiener filter 

The Wiener filter, typically applied in the frequency domain, is utilized to enhance images and reduce noise. It can 

be mathematically expressed as: 

 𝐺(𝑙, 𝑚) =
H∗(l, m)

|H(l, m)|
2 

+  
Sn(l,m)

Sf (l,m)

F(l, m) (2) 

here: 

• G(l,m) refers Fourier transform of the enhanced image. 

• H*(l,m) implicates complex conjugate of the Fourier transform to the Point Spread Function (PSF). 

• ∣H(l,m)∣2  represents the squared magnitude of the PSF. 

• Sn(l,m) implies power spectral density for noise. 

• Sf(l,m) implies power spectral density for actual image. 

It is also known as the Least Square Error Filter and the Minimum Mean Square Error Filter. It eliminates additive 

noise while simultaneously inverting blurring. In the process of inverse filtering and noise smoothing, it minimizes 

the global mean square error. Because of this, hybrid filters lead to better image quality, which makes it easier for 

any research method to produce valuable results. This study uses a combination of median and Wiener filters (fusion 

filters) for noise removal. 

2.3.3 CLAHE 

Enhancing the X-ray images quality involves the application of Contrast-limited adaptive histogram equalization 

(CLAHE) techniques [28]. On medical imaging, CLAHE results were excellent. Contrast enhancement is handled via 

the adaptive histogram equalization (AHE) method. It functions by employing "tiles," which are tiny fragments of an 

image as opposed to the entire image [29]. CLAHE is employed to enhance local contrast within images. It operates 

in the spatial domain and is specified in equation (3): 

 𝐼𝐶𝐿𝐴𝐻𝐸 (𝑙, 𝑚) = 𝐶𝐿𝐴𝐻𝐸(𝐼(𝑙, 𝑚))               (3) 

here, ICLAHE represents the image after applying CLAHE, I is the input image, and (l,m) denote pixel coordinates. 

To ensure continuity between these operations: 

• Begin by applying the median filter to the input image, resulting in Imedian. 

• Subsequently, apply the Wiener filter to Imedian, yielding G(l,m) at the frequency domain. 

• Perform inverse Fourier transform on G(l,m) to obtain the enhanced image in the spatial domain. 

• Finally, apply CLAHE to the enhanced image from the previous step, leading to ICLAHE. 

2.4 Convolutional Neural Networks (CNN) 

A CNN or ConvNet integrates acquired characteristics with source information and includes 2D convolutional levels, 

making it perfect for analyzing two-dimensional pictures. 

CNN can be divided into two broad categories, such as "feature learning" and "classification," as illustrated in Fig 2. 

The network pictures are utilized to recover elements, and the impulses derived from the recovered features are used 

to categorize the pictures. Classification neural networks that operate based on image features generate the output. 
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The neural network for feature extraction comprises 2D convolutional, BN, ReLU, max pooling 2D layers. These four 

layers use repetitively, which means different blocks of these four layers in between input and output. It contains 

nine blocks. The final layers include completely linked Soft max, and categorization layers. Following this, the output 

is obtained in different categories. The different layers of CNN are explained below. 

 

Fig 2: Basic CNN model 

2.4.1 Layers of a CNN 

(i) Image Input Layer:  The image size is specified on this layer 

(ii) Convolutional Layer: It is the primary layer in charge of feature extraction. Here, a convolution operation is 

carried out and is labelled in equation (4), 

 Oij = ∑ ∑ I(i−m)(j−n)

𝑁

𝑛=1

.  Kmn

𝑀

𝑚=1

                   (4) 

here 

• Oijindicates the value located on (i, j) position within the created feature map. 

• I(i−m)(j−n)denotes input value of (i-m, j-n) position. 

• Kmnsignifies weight in the convolutional kernel at position (m, n). 

• M and N implies dimensions of the kernel. 

(iii) Batch normalization layer: normalizing the activations and gradients makes it easier to figure out the best way 

to train a network. It also speeds up training and makes the network less sensitive to how it was set up when it was 

first trained.  

(iv) ReLU Layer: ReLU is the most often utilized function for CNN since it requires less computing time and performs 

quicker than the other two functions, such as sigmoid and tan hyperbolic. In the Activation Layer, an elementwise 

ReLU function is applied to each element of the input feature map: 

 𝐴𝑖𝑗   = max (0, 𝐼𝑖𝑗)                                       (5) 

where: 
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𝐴𝑖𝑗represents the value after applying ReLU to the input 𝐼𝑖𝑗 

(v) Max Pooling Layer: The down sampling method reduces the feature map's size and eliminates any unnecessary 

spatial data. The Pooling Layer, often Max Pooling, down samples the input by choosing maximal value in a local 

window: 

 𝑃𝑓𝑔 = max(𝐼(𝑓.𝑄𝑥):(𝑓.𝑄𝑥+𝐾𝑥−1),(𝑔.𝑄𝑦):(𝑔.𝑄𝑦+𝐾𝑦−1) )                                      (6) 

where: 

𝑃𝑓𝑔is the output value at position (f, g). 

𝐼(𝑓.𝑆𝑥):(𝑓.𝑆𝑥+𝐾𝑥−1),(𝑔.𝑆𝑦):(𝑔.𝑆𝑦+𝐾𝑦−1)represents the local window of the input. 

𝑄𝑥and𝑄𝑦 are the strides in x and y directions. 

𝐾𝑥and𝐾𝑦  are the dimensions of the pooling window. 

(vi) Fully Connected Layer: CNN's structure includes a Fully Connected Layer (FCL). The objective of the FCL is to 

categorize detected characteristics into categories and also learn how to correlate observed features with a certain 

label. FCL is similar to an artificial neural network in which every neuron is linked with all other neurons in the layer 

next and previous.   

At FCL, a matrix multiplication is performed followed by an addition of bias: 

 Oi = ∑ Ij.

𝑁

𝑗=1

Wij +  Bi                   (7) 

where: 

The output of neuron i is denoted as Oi 

Ijis the input from the previous layer's neuron j. 

Wijrepresents the weight linked to the connection between neuron j and neuron i. 

Biis the bias term for neuron i. 

(vii) SoftMax layer: The SoftMax initiation mechanism generalizes the completely linked layer's result. Additionally, 

it generates affirmative data that sum up to 1, which can be utilized by the classification model as probabilities for 

classification.  

(viii) Classification Layer: This layer sends every input to the appropriate equally distinct categories and calculates 

the losses using the likelihood supplied by the SoftMax initiation feature.  

A new 41-layer CNN model is developed, as shown in Fig 3. First, the input image layer is fed to several operations, 

including convolution, max pooling, etc. The same technique yields distinct layers, the final of which is used for 

classification using the SoftMax function. The proposed convolutional neural network used in this paper consists of 

41 layers represented in Table 4. 
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Fig 3: Proposed CNN model 

The proposed model consists of multiple layers, encompassing convolutional layers, batch normalization (BN) layers, 

Rectified Linear Unit (ReLU) activation layers, max-pooling (MP) layers, dropout layers, fully connected layers 

(FCL), a SoftMax layer, and a classification layer. It's crucial to highlight that the architecture of the model can be 

customized to manage its complexity and performance attributes. 

Table 4: Layers of CNN 

S.No Layer Type 
Number of 

Filters 

Filter 

Size 
Stride Padding 

Number of 

Learnable 

       

1 Image Input     0 

2 2-D Convolution 8 3 X 3 [1,1] Same 224 

3 BN     16 

4 Rectified Linear Unit     0 

5 2-D Max Pooling  2 X 2 [2,2] [0,0,0,0] 0 

6 2-D Convolution 16 3 X 3 [1,1] Same 1168 

7 BN     32 

8 Rectified Linear Unit     0 

9 2-D Max Pooling  2 X 2 [2,2] [0,0,0,0] 0 

10 2-D Convolution 32 3 X 3 [1,1] Same 4640 

11 BN     64 

12 Rectified Linear Unit     0 
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13 2-D Max Pooling  2 X 2 [2,2] [0,0,0,0] 0 

14 2-D Convolution 64 3 X 3 [1,1] Same 18496 

15 BN     128 

16 Rectified Linear Unit     0 

17 2-D Max Pooling  2 X 2 [2,2] [0,0,0,0] 0 

18 2-D Convolution 128 3 X 3 [1,1] Same 73856 

19 BN     256 

20 Rectified Linear Unit     0 

21 2-D Max Pooling  2 X 2 [2,2] [0,0,0,0] 0 

22 2-D Convolution 256 3 X 3 [1,1] Same 295168 

23 BN     512 

24 Rectified Linear Unit     0 

25 2-D Max Pooling  2 X 2 [2,2] [0,0,0,0] 0 

26 2-D Convolution 512 3 X 3 [1,1] Same 1180160 

27 BN     1024 

28 Rectified Linear Unit     0 

29 2-D Max Pooling  2 X 2 [2,2] [0,0,0,0] 0 

30 2-D Convolution 1024 3 X 3 [1,1] Same 4719616 

31 BN     2048 

32 Rectified Linear Unit     0 

33 2-D Max Pooling  2 X 2 [2,2] [0,0,0,0] 0 

34 2-D Convolution 1024 3 X 3 [1,1] Same 9438208 

35 BN     2048 

36 Rectified Linear Unit     0 

37 Dropout     0 

38 Dropout     0 

39 Fully Connected     2050 

40 SoftMax     0 

41 Classification Output     0 

Table 5: Mini-Batch Options 
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Table 6: Training Options for ADAM 

  

Table 7: Validation Options 

 

 

RESULTS 

Parameters Value (Benchmark dataset) Value (Manual dataset) 

   

MaxEpochs 100 10 

MiniBatchSize 128 128 

Shuffle 'every-epoch' 'once' 

Parameters Value (Benchmark dataset) Value (Manual dataset) 

   

Optimizer Adam (adaptive moment estimation) Adam 

Learning rate (LR) 4.0000e-04 1.0000e-03 

L2 regularization factor 1.0000e-04 1.0000e-04 

Size of mini-batch 128 128 

Parameters Value (Benchmark dataset) Value (Manual dataset) 

    

Validation Data 1510 196 3904 

Validation Frequency 30 35 35 

Validation Patience Inf 5 5 

Output Network 'last-iteration' 'last-iteration' 'last-iteration' 



Journal of Information Systems Engineering and Management 
2025, 10(3) 

e-ISSN: 2468-4376 

  

https://www.jisem-journal.com/ Research Article  

 

810 
Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative Commons Attribution License which 

permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. 

 

Fig 4: Preprocessing Result 

 

Figure 5: Visualize all Layers 

 

Figure 6: Training with validation Process (Accuracy vs. Iteration)-Benchmark dataset 
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Figure 7: Training with validation Process (Loss vs. Iteration) for the Benchmark dataset. 

 

Figure 8: Training with validation Process (Accuracy vs. Iteration)-Manual database 

 

Figure 9: Training and validation Procedure (Loss vs. Iteration)-Manual dataset 

The red and black lines in Figures 4, 5 and 6 show the training and validation processes, respectively. Figures 7, 8 

and 9 depict the testing procedure to determine if it predicts correctly or incorrectly. The preprocessing methods such 

as the Fusion filter (median plus Wiener) are applied to the input image. After preprocessing, the pre-processed 

image is entered into the classification step using the proposed CNN model, and the expected score is one. 



Journal of Information Systems Engineering and Management 
2025, 10(3) 

e-ISSN: 2468-4376 

  

https://www.jisem-journal.com/ Research Article  

 

812 
Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative Commons Attribution License which 

permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. 

 

Fig 10: Testing processes 

 

Fig 11: CNN model classified result 

3.1 Performance Metrics 

The performance metrics that are considered for analysis are given in this section. The most critical parameter 

considered is accuracy. The classifiers can be used to produce hypothesized class labels for each sample of a test 

perform. An estimate is either correct or incorrect for each test example. The classifier's accuracy can be determined 

by separating a count of test instances by a number of proper decisions made by the classifier. 

• Accuracy: It is possible to calculate the accuracy of a dataset of correct classifications by dividing the total 

dataset by the overall classifications in the dataset. 

• Precision is the ratio between the volume of properly categorized information and the cumulative value of 

accurately projected categorized information in a specific sample size. 

• Recall: The recall statistic is the ratio among the volume of precisely categorized information and the total 

volume of accurately categorized information. 

• F1-Score: The uniform average of the precision and recall values. 

TPR and TNR are substantial in this instance, whereas FPR and FNR are minimal. As a result, the proposed 

methodology is neither underfitting nor overfitting. The precision and recall should always be high.  

3.2 Confusion Matrix 

This is computed using the NxN confusion matrix, where N represents total number of target classes. As seen in 

Figure 10, 11 and 12, the matrix compares actual values to machine-learning model predictions. This matrix may be 
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used to determine the classification error and prediction accuracy in the confusion matrix. In the image below, there 

are two things to note. Predicted value - the values predicted by the model. Actual Value-The values discovered in a 

dataset. 

 

                               (a)                                                         (b) 

 

(c)  

Fig 12: Confusion Matrix (a) Testing samples (n=3094)-Manual dataset (b) Testing samples (n=196)-Manual 

dataset (c) Testing samples (n=1510)- Benchmark dataset  

Fig 13: Testing Process with a Manual Dataset 

Table 8: Performance metrics for the proposed model 

Number 

of 

instances 

Accuracy 

(%) 

Precision 

/ PPV 

(%) 

NPV 

(%) 

Sensitivity/Recall 

/TPR 

(%) 

Specificity 

/ 

TNR 

(%) 

FPR 

(%) 

FNR 

(%) 

F1- 

score 

(%) 

Benchmark dataset- Chest X-ray 

1510 97.01 97.21 96.82 96.83 97.20 2.79 3.16 97.01 

Manual dataset-Chest CT-Before augmentation 

196 98.47 98.97 97.95 97.97 98.96 1.03 2.02 98.46 

Manual dataset-Chest CT- After augmentation 

Test Image Pre-processed Image using fusion filter with 

CLAHE 

Predicted disease using proposed 

CNN model 
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3904 99.05 100 98.1 98.13 100 0 1.86 99.05 

         

 

Fig 14; Pulmonary Emphysema Classification Results Using the Proposed CNN Model 

Table 9: Comparison between the suggested approach and the other CNN 

Model Method used Dataset Types 
Classification 

Accuracy 
Disease 

     

Karabulut and 

Ibrikci (2015) 
CNN-2 layer 

168 patches from 

115 HRCT 
84.25 % Emphysema 

Peng et al.,            

(2020) 

Multi-scale residual 

network 
HRCT-91 93.74% Emphysema 

X.Pei[21] CNN HRCT 92.54% Emphysema 

Wang et al., (2017) 
Multiscale Rotation-

Invariant CNN 
HRCT 73.62% 5 lung tissues 

Anthimopoulos et 

al., (2016) 
CNN-5 layer 120 CT scans 85.61% ILD’s 

Proposed model Proposed CNN-41layer X-ray-7548 97.01% Emphysema 

Proposed model Proposed CNN-41layer 3094- HRCT 99.05% Emphysema 

 

The comprehensive performance evaluation of our developed CNN model, compared to an existing model, is 

displayed in Table 5, 6 and 7. Additionally, Table 8 and 9 provides performance Fig 13 and 14 metrics for the proposed 

model on the testing dataset. The CNN model we introduced demonstrated satisfactory performance on both real-

time and benchmark datasets. 

DISCUSSION 

This work significantly advances the application of deep learning, particularly CNNs, for diagnosing Emphysema 
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using Chest CT and X-ray images, offering notable improvements over existing models. While previous research 

highlights the potential of CNNs for medical image analysis, our model’s ability to achieve high diagnostic accuracy 

across multiple modalities and minimize false negatives represents a crucial step forward. The 99.05% validation 

accuracy on real-world clinical data, compared to benchmark datasets, underscores its strong generalizability, which 

is often a challenge in healthcare AI applications. By focusing on architectural strategies, such as dropout layers to 

prevent overfitting and optimizing false negative rates, we enhance diagnostic reliability, addressing a key issue in 

COPD detection. However, the model's reliance on high-quality imaging limits its use in resource-constrained 

environments, and further evaluation across diverse populations is necessary to confirm its broader applicability. 

Despite these limitations, our research makes a meaningful contribution to literature by presenting a robust, real-

time CNN-based solution for Emphysema diagnosis that enhances early identification and patient outcomes in COPD 

care.  

CONCLUSION 

Emphysema is diagnosed using pulmonary function testing, imaging, and blood tests under CNN models. This paper 

used an emphysema dataset to train a classifier algorithm to predict emphysema detection. Here, the chest X-ray 

images used as input parameters for a CNN. The performance metrics of CNN have been found. This research has 

mainly focused on reducing diagnosis errors through rapid computer applications. The detection of emphysema is 

implemented by employing the efficient CNN method. This research work is expected to lay the foundation for 

automated emphysema lung disease identification and classification of the emphysema stage. When compared to 

other deep learning models, the proposed model attains precision of 97.21%, sensitivity of 96.83%, classification 

accuracy of 97.01%, specificity of 97.20%, TPR of 96.83%, TNR of 97.20%, FPR of 2.79%, FNR of 3.16%, and F1-score 

of 97.01%. Therefore, this model helps to boost classification sensitivity and decrease false-positive rates. The real-

time database is obtained through SRM Medical College with Research Centre. The results show classification 

accuracy 99.05%, precision 100%, sensitivity 98.13%, specificity 100%, TPR 98.13%, TNR 100%, low FPR 0%, a 

minimal FNR 1.86%, and F1-score 99.05%. 
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