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This study examine task is to evaluate a variety of machine learning techniques and 

methodologies for the purpose of detecting the appearance of hate speech on social 

media (SM).  This research was to investigate the essential components of hate speech 

classification using Machine Learning (ML) and Deep Learning (DL) techniques. 

Additionally, it explored the numerous obstacles that are experienced by different 

models. Generally speaking, the challenge of predicting hate speech is described as a 

task that involves categorizing text. It focused on five key areas such as feature 

extraction, dimensionality reduction, classifier development and selection, data 

exploration and collection, and model evaluation. Over time, the efficacy and 

efficiency of machine learning algorithms used to identify hate speech have 

significantly improved. There has been an influx of new performance measurements 

and datasets into the literature. A precise, thorough, and current state-of-the-art is 

required to educate researchers about new developments in automated hate speech 

identification. The findings of this study add up to three things. To begin, readers 

should be informed about the crucial procedures involved in hate speech 

identification utilizing machine learning algorithms. Second, the flaws and strengths 

of each technique are appraised to help researchers solve the algorithm Choice 

conundrum. Finally, significant research gaps and unsolved problems were 

discovered. 

Keywords: Hate Speech, Deep Convolution Neural Network, Random Forest, Naïve 

Bayes, Social Network, Machine Learning. 

INTRODUCTION 

These days, we expect the widespread availability of inexpensive Internet to potentially attract a large 

population to online social networking (OSN) sites, and every age group and every class of people are 

now active on the internet. According to data for January 2024, the number of active Internet users 

globally has drastically passed 5.04 billion, which is 62.3 percent of the global population [1]. OSN web 

sites drew a total of 3.8 billion unique visits, claiming eight out of every ten Internet users. 

Because of the user-friendly nature of social networking websites (OSN), their platform has become a 

global communication platform (like Facebook, WhatsApp, WeChat, X, Instagram, etc.). [1]. Platform 

prevalence: Due to the availability of the wide range of content types, frequent daily updates (in audio, 

video, and image formats), and high production values of shows help to propagate these platforms in 

Figure 1. They cover politics, cinema, technology, science, music, space, wildlife, and so on. The web 

supports OSNs, which have an impact on all aspects of life. People are using online social networking 

sites (OSNs) with the functionality of fulfilling the specific needs of individuals [2], [3]. 
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Figure 1: Use of Social Media. 

Twitter is an online social networking service (OSN) that allows users to post microblog-style messages 

with a character restriction of 280. Finally, the various social networking web sites, including Twitter, 

provide an interface for making friend requests. In order to receive alerts, you must follow individuals 

such as friends, acquaintances, or your favorite celebrities. A user following your account must read the 

comments, which also serves as authentication [4]. In general, people use Twitter to stay updated about 

what's happening in the world and to get updates from people they know, both professionally and 

personally. Twitter's lack of constraints allows people to freely post any content, including critical 

remarks and hateful messages [5], [7]. Facebook and Twitter recently had a significant influx of hate 

speech-related messages concerning the ShaheenBagh demonstration in Delhi, India's capital. The 

demonstration began on December 11, 2019, opposing the “National Population Register” (NPR), the 

“Citizenship Amendment Act” (CAA), and the “National Register of Citizens” (NRC). During the COVID-

19 epidemic, two hate speech-related tweets started to become viral on Facebook and Twitter (with the 

hashtags #HateSpeech). The issue highlighted above has attracted the attention of researchers in recent 

years, resulting in the creation of models that rely on ML and DL approaches [8] and [14]. Several tweets 

related to HS are still present on Twitter and shared across the platform, indicating that current models 

fail to meet the necessary requirements. Therefore, we decided to create a model that could efficiently 

capture a significant number of postings related to HS.  Sentiment analysis, inquiry answering, 

document classification, phrase classification [15], spam filtering, and other text-related problems have 

all been effectively addressed by researchers using the CNN model [18] [20].  A “deep convolutional 

neural network” (DCNN) is used in numerous studies to tackle the problem of identifying hate speech.  

To extract a remark's semantic core, DCNN uses convolution operations on tweets.  Additionally, some 

researchers examined the Convolutional-LLSTM (C-LSTM) and “Long Short-Term Memory” (LSTM) 

models and concluded that the DCNN method was the best option. This document offers a 

comprehensive overview of the model's key contributions, based on DCNN and C-LSTM. Using only 

tweets as input for prediction, the suggested DCNN model aims to lessen the need for human feature 

extraction. The suggested method achieved better accuracy and training time than competing models 

when presented with an imbalanced dataset. 

I. MOTIVATION AND RELATED WORKS 

A. MOTIVATION 
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A perceptible rise in the frequency of hate speech events has been brought about by the extensive usage 

of social media platforms and the global availability of internet access. Studies suggest that hate speech 

might impact political and corporate discussions and alter people's narratives [12], [13]. Social media 

networks (SMNs) need to implement regulations to safeguard democracy and businesses from the 

harmful effects of hate speech distribution. Young democracies are more susceptible to hate speech than 

established democracies, a trend that is also observable in the present global landscape. Hate speech 

detection technologies can subsidize to the maintenance of peace among nations. 

All it takes to engage in cyber hatred is a smartphone, an internet connection, and a disturbed state of 

mind. A message promoting hate speech can rapidly spread across the entire internet in mere seconds. 

In order to spread and broadcast hate speech on social media networks, a specific physical place doesn't 

seem necessary.  As a result, it is imperative that social media platforms have a system for monitoring 

hate speech. The designated receiver or group possesses a limited ability to impede the dissemination 

of this harmful communication [14]. 

Social media has now become a commonplace aspect of our lives to a certain degree [15]. Racism is a 

pervasive issue that impacts virtually all societies worldwide and necessitates immediate attention. One 

significant and urgent concern is the prevalence of hate speech on social media. This study provides an 

insight into various models employed by different authorities to promptly address this problem. 

RELATED WORKS: 

Social media abuse is a dynamic and complex phenomenon, characterized by a variety of strategies and 

aims that often overlap with each other [17]. In recent decades, scholars have increasingly prioritized 

studying types of abusive language, such as cyberbullying and hate speech, due to their significant 

impact on our communities. Multiple experiments have been conducted to automatically detect these 

specific conversations amidst the numerous other messages on social media. 

The term "HS" lacks any formal definition [21]. A "harmful statement" (HS) is a remark that causes 

damage to another person.  However, few scholars have also used the phrase "hate speech" to describe 

HS in their research [23] [28].  Researchers used DL techniques with more traditional machine learning 

approaches, such as supervised machine learning, to identify hate speech on SM. However, the latter 

method was more commonly utilized. In the following sections, we will analyze recent research that has 

employed these two approaches. Our goal is to assess each strategy's benefits and drawbacks and 

provide a succinct breakdown of the particular situations when one technique is better than the other. 

(a) ML Methodology for Hate Speech Detection 

The fields of AI and ML have had a significant impact on the identification of HS and the thorough 

examination of SM data. Studies on natural language processing have mostly examined HS and 

cyberbullying (CB) in recent decades [21].  In SM data, ML methods have shown to be quite helpful in 

identifying and classifying remarks that are inappropriate. Research on machine learning algorithms 

has resulted in the creation of important tools and models for addressing real-world problems, 

particularly in the realm of content analysis for social media networks [23]. 

This survey by [20] examined eight different strategies and techniques for hate speech identification. 

One of the eight approaches is the template-based approach; the others are the TF-IDF, dictionaries, 

N-grams, sentiment analysis (SA), bag-of-words (BW), and part-of-speech (PS) techniques.  

Hate speech posters commonly target their victims based on attributes such as religious, racial, ethnic, 

political, physical appearance, poor lifestyle, and marital status. The exponential rise in the volume of 

data produced by social media networks led to the developing of the term "big data" [15].Out of the 

global population of 7.7 billion, the following estimated number of individuals are involved in online 

activities: 
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For this study, Warner and Hirschberg combed through Yahoo! and the American Jewish Congress's 

websites for data [26]. For the purpose of calculating the F1 score, recall, accuracy, and precision, the 

SVMlight classifier was employed [29]. Results of the ideal result was 0.68, 0.60, 0.64%, and 95%.  To 

extract characteristics and classify tweets, Kwok and Wang used a Naive Bayes classifier using the Bag-

of-Words method [25]. An optimal accuracy rate of 76% was achieved by the model using a 10-fold 

cross-validation configuration. The researchers had failed to classify HS-related tweets using the Bag of 

Words approach. They claimed it may be even better if the feature set included bi-gram and tweet 

emotion scores to increase accuracy. 

Burnap and Williams [27] collected 450,000 tweets for their research. The n-gram (1–5) word 

characteristics that were taken from tweets were classified using the supervised model.  The accuracy 

of classification of a selected ensemble classifier, support vector machines (SVM), along with Bayesian 

logistic regression was assessed using the data.  It obtained the highest accuracy, recall, and F1-scores 

all rounded to the closest whole number by using the Voted Ensemble Classifier.  A data set with labels 

of 16,000 cases provided by Waseem and Hovy [23] was employed to identify hate speech.  The 

unigram, bigram, trigram, and quadgram characteristics of the tweets were assessed.  Utilizing a ten-

fold cross-validation setup, the logistic regression (LR) classifier obtained F1-scores of 73.89 percent, 

73.66 percent, 73.62 percent, and 73.47 percent for each one member of the four feature sets. 

Davidson et al. proposed an automated HS detection technique.  After a thorough analysis, the data 

gathered from various sources was divided into three groups: offensive, hate speech (HS), and neither.  

Weighted uni-, bi-, tri-, and quad-gram features were extracted from the labeled dataset using the tf-idf 

approach. Each model's efficiency in shrinking the size of a 5-fold cross-validation dataset were 

assessed: random forest models, decision trees, linear SVMs, and naive Bayes. 

In conclusion, utilized logistic regression with L2 regularization to classify the tweets, and their F1-score 

of 0.90 was in line with previous study results [9, 27].  Forty percent of HS patients had their 

classifications incorrect.  Gao and Huang proposed a paradigm for HS detection.  The logistic regression 

and LSTM models outperformed the baseline model (based on Char) by 3 and 4 percentage stages, 

each according to the disclosure. 

(b) An Approach to HS Detection Based on DL 

Djuric et al. [28] examined the users' remarks using a model they created to identify HS. To create a 

low-dimensional representation of the comments, the CBOW and paragraph2vec algorithms were 

employed. Based on these features, the comments were classified as either clean or hostile. The classifier 

known as paragraph2vec demonstrated the highest level of success, attaining an “Area Under the Curve” 

(AUC) value of 0.80, which serves as an effective performance metric. Using logistic regression and a 

CNN model, Park and Fung [30] sorted tweets into non-hate and hate categories. 

The researchers discovered that a combination of conventional ML classifiers and DL models yielded 

superior results. Zhang et al. [14] proposed a network architecture that integrates a gated recurrent unit 

(GRU) with a CNN to identify HS. Their model outperformed the other six when tested on seven 

datasets that were publicly accessible. The average F1-score increased by 1–14%. In simple terms, the 

model can understand and remember the information's semantic meaning and sequential nature. Using 

a combination of English and Hindi tweets, Kamble and Joshi [31] were able to identify cases of hate 

speech (HS). They used a large dataset with a variety of codecs mixed together to build the model. 

The experimental findings demonstrated that the created code-mix embedding worked compared to the 

pre-trained word embedding.  The experiment was carried out using a variety of supervised machine 

learning models, such as SVM, Random Forest, CNN-1D, LSTM, and Bi-LSTM. A number of indicators 

were used to assess the models' performance.  These models outperformed all others in terms of 

accuracy, recall, and F1 score, surpassing 83.34. The highest F1 score was 80.85. 
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Researchers utilized conventional ML and DL methods to tackle the issues related to hate speech on 

Twitter. One-hot encoding was used to encode the features that were retrieved using the Bag-of-Words, 

n-gram, Tf-idf, and tf-idf techniques. Prior machine learning models for anticipating HS tweets required 

extensive feature building and a thorough understanding of the topic, making them time-consuming 

and demanding. The omission of one-hot encoded tweets from the perceptron model leads to a 

significant misclassification rate. This work uses a CNN-based model to get around these restrictions 

and improve prediction accuracy. 

II. METHODOLOGY 

The techniques utilized in this investigation are delineated as follows: We primarily obtained the 

required publications for this review from databases such as IEEE Explore, ACM, Science Direct, 

Scopus, and UniversitiSains Malaysia. In doing the review, the researchers restricted their search for 

publications to a certain time frame of ten (10) years, specifically from 2010 to 2020. The researchers 

implement terms or phrases such as "hate speech detection," "offensive comments," and "aggressive 

comments" in their search. 

The filtering options of each database were utilized to refine the findings. The subjects encompassed 

computer science, engineering, and mathematics. For instance. Filtering technologies were employed 

to guarantee the download of only the most pertinent files. At this juncture, we carefully examine each 

abstract and employ our criteria for determining what to include and exclude. Following the completion 

of the inclusion test, the articles were arranged by the date of publication.  The paper must have directly 

addressed themes related to offensive statements made on social media mediums, such as HS, 

cyberbullying, aggressive remarks, poisonous remarks, and so forth. This is the main need for inclusion.  

Two elements of each paper the title and the abstract were used for this purpose. 

III.  THE THEORY OF HS AND HS MODELLING 

THE THEORY  OF HATE SPEECH 

A group or a person may be the target of hate speech if they are attacked or exposed to prejudices 

because of protected traits or sensitive information [5]. Religious and ethnic connections, nationality, 

marital status, health, race, color, disability, sexual orientation, descent, gender, and other 

distinguishing characteristics are all protected characteristics.  Every law-abiding citizen in the globe 

has realized that HS is an everyday reality and that it is everyone's shared enemy. Stopping people from 

engaging in this risky and unlawful activity is a top priority! Many of the hate speech communications 

on social media (SM) are made up of text messages. [32] As a result, hate speech is often accompanied 

by images and noises. [32] Text classification is the best way to tackle this problem from a computer 

standpoint. There is no universally accepted definition of HS, and no one phrase has been agreed upon 

[33]. 

It has been found that a more defined definition of HS simplifies the annotators' tasks and increases 

their agreement rate [34]. In some nations, it may be difficult to discern between hate speech and 

appropriate speech.  Consequently, it is now more difficult to define HS as a phrase which is widely 

recognized.  As an example, the United States' First Amendment lacks a clear distinction between 

HS and non-HS.  Since hate crimes include any statement that incites criminal activity, The question of 

what qualifies as hate speech has been rekindled as a result of the global Black Lives Matter (BLM) 

movement.  Following George Floyd's death, the BLM movement emerged. 

Apart from HS, there are also other online behaviors that need to be explained, such as cyberbullying.  

Cyberbullying is described as "repeated aggressive conduct using SM in an attempt to purposely and 

regularly endanger or harm people who are powerless to defend oneself" and is a kind of cyber 

harassment [36, 37]. Online abuse can take many forms, including HS, as well as cyberbullying. 

Cyberbullying is a form of harassment. 
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It's hate speech when a victim's vulnerable or protected feature is the target of attack. Unlike 

cyberbullying, hate speech has implications for the entire community or society, not just one individual 

[18]. Both human beings and computer systems have struggled to grasp the full scope of what 

constitutes hate speech [40]. 

HS MODELLING 

For the purpose of this study, we are trying to figure out how many people are tweeting about some one 

on certain issue. There are two categories into whom tweets may be placed in this binary categorization 

issue, i.e. HS or NHS (NHS). The problem statement can be expressed mathematically as follows:If 

there are many tweets arriving, let's say {  t1; t2; t3; tn} each of which may fall into one of the following 

categories:{ c1; c2; c3; ; cn.} There will be two classes, c1 and c2, where c1 represents tweets about hate 

speech and c2 represent tweets about everything else (NHS). To test the DCNN deep neural model, 

existing machine learning-based classifiers were utilized as a baseline. Tf-idf approaches were used to 

extract the characteristics needed for baseline models. However, with the aid of many filters in the 

intermediate layers, the suggested DCNN model used the convolution process to extract the tweet's 

primary characteristics from the text itself. 

V. HS CLASSIFICATION 

Recent decades have seen extensive investigation into text classification, which has found practical 

applications such as the identification of hate speech. There is a growing interest among academics in 

developing applications that use text categorization algorithms, especially due to recent advancements 

in NLP and text mining. Figure 2 illustrates that categorizing hate speech using machine learning 

generally involves five parts: activities such as feature extraction, dimensionality reduction, classifier 

selection, collecting data and exploration, and evaluations. 

 

Figure 2: Illustrates that categorizing hate speech using ML. 

COLLECTION AND EXPLORATION OF DATA 

At this stage, the researcher will make a decision in collaboration with colleagues on the methodology 

and location for data collection, which will be used to train the selected machine learning algorithm. A 

researcher can be lucky enough to find an existing dataset, or they might be unlucky enough to have to 

start from scratch while creating a new dataset.  Two important factors should be considered when 

deciding whether to use an existing dataset or produce a new one:  availability and relevance [42]. 
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There is a possibility that the dataset is not accessible at all or is completely outdated. 

Given this situation, we must decide between generating a fresh dataset or modifying an already existing 

one. Generally, the procedure of generating a fresh dataset is a laborious and costly undertaking, 

although it is highly valuable and justifies the time and financial resources allocated to it. The 

importance of the dataset's relevance is crucial when choosing the dataset for constructing any 

predictive modeling model. 

It must create certain criteria depending on the type of the issue we are attempting to address before 

labeling a dataset. The study can easily modify the dataset if it aligns with the initial research aim, as 

illustrated in [43] and [46]. Nevertheless, in the event that an antiquated and valuable dataset becomes 

inaccessible, it will be imperative to generate a fresh dataset. 

EXTRACTION OF A FEATURE 

People often perceive texts as unstructured data due to their lack of organization or structure. A 

structured feature space must be created from the unstructured text input as all ML techniques 

inevitably include mathematical modeling within their algorithms [10].  Noise in the dataset, such as 

frequently used terms, non-English phrases, and irrelevant statistics, must be eliminated.  Utilizing 

vectorization methods, the cleaned dataset may be converted into a vector space. 

DIMENSIONALITY REDUCTION 

This is particularly true in the field of SM, where, as we move into the big data age, the volumes of data 

created is growing by the second.  It is also true that it is becoming more and more difficult to find a 

meaningful trend in this enormous data collection because of the abundance of less important data [47, 

48]. There are far more of these meaningless data points [49] than there are useful data points. The 

resulting data is known as high-dimensional data and is usually sparse and unevenly distributed over 

the search space.  The term "curse of dimensionality" [50] describes how the excessive complexity of 

data makes it harder to identify patterns in the current big data age.  To maximize the classifier's 

effectiveness, much of the worthless data must be eliminated or reduced to the bare minimum before 

using this dataset to train a model. 

The solution to this difficulty is found in a technique known as dimensionality reduction. Every machine 

learning specialist works to eliminate any noise from the data and any characteristics that don't add to 

the learning value of the model.  This effort may lead to further problems like overtying and data leaks.  

Insufficient data points lead to overtting, which in turn causes the classier to learn inadequately.  The 

classier performs badly when presented with uncertain facts.  This occurs when certain data from the 

training and testing datasets are found to be similar to one another when dividing the little amount of 

data available for cross-validation.  This will give a very high accuracy, but the classifier will perform 

poorly when it is given a new dataset.  Finding the crucial dimension of the relevant data set is the first 

step towards resolving this issue. The minimum characteristics needed to train a classifier and the 

capacity to predict with a high enough degree of accuracy are two important aspects of a data set [47, 

48].  Generally speaking, the critical dimension prevents researchers from over tagging by preventing 

them from lowering the features in the features space.  When using the dimensionality reduction 

approach, the classifier should be capable to gather enough from the decreased features to do the 

Classication or clustering operation as efficiently as possible. 

HS CLASSIFIER SELECTION 

The HS issue is often modeled as a text classification tasks.  To address the issue of hate speech 

classification, a number of classifiers are provided.  Choosing the optimal classifier for the solution is 

one of the most crucial steps in the hate speech detection procedure.  Consequently, in order to guide 

algorithm selection, a thorough conceptual understanding of each hate speech classifier must be 

acquired.  Generally speaking, there are three types of ML: the DL technique, the ensemble approach, 

and the classical method [51]. The most important component of this study that we are concerned with 
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is the progress that has been made so far in these strategies. Table 1 shows a comparison of some 

relevant strategies that have been used in recent years. 

Table 1: Comparison of related techniques for hate speech dection. 

Author Classifier Noval 

Contribution 

Feature 

Extraction 

Technique 

Performance 

Metrics 

[52] NV ,LG,RF,LG,DT,SVM,DL Improvemenet 

of Lamophobia 

detection 

Word 

Embedding 

Accuracy,Precision 

,Recall and F1 Score 

[53] DL HS in Text Embedding Accuracy ,Recall 

Precision,F1-Score 

[54] Ensemble Method Multi tier Meta 

Learning 

Method 

Character n-

gram and 

word n-gram 

method 

Recall ,Precision,F1-

Score 

[55] SVM ,NB,RF,DT To Detect Arbic 

context based  

HS 

BoW and 

TF-IDF 

Accuracy, Recall, 

Precision and G-

Mean 

[56] NB,LR,SVM,KNN,DT,RF Address Code 

switch 

TF-IDF Confusion Matrix 

[51] LR and LSTM Multi Lingual 

Analysis aspect 

of HS 

BoW F1-Score 

[57] RF Improved RF for 

HS Detection 

Count 

Vectors 

F1-Score , Precision 

and Recall 

[58] Lexicon,RNN The Building of 

Arbic Data Set 

N-Gram, 

Embedding 

F1-Score,Recall, 

Precision,AUROC 

[59] SVM , NB,RF Emotional 

Analysis 

N-Gram Precision and Recall 

[3] RF , SVM and J48graft Combination of  

3 diffrerent 

dataset which 

gives wider 

coverage 

Unigrams Precision , Recall and 

F1-Score 

[60] n-gram word Identifying 

Cyber Hate 

BoW Precision , Recall and 

F1 

CLASSICAL ML 

The general technique is a popular name for this tactic.  A dataset that has been manually or 

mechanically coded and can be utilized for training is the foundation of this method. It is suitable when 

the size of the dataset is modest. By training the learning algorithms on a classified dataset, this 

approach produces a model that can identify and categorize text as either HS or non-HS depending on 

its content.  SVM, naïve bayes (NB), logistic regression (LR), decision trees (DT), random forests, and 

K-nearest neighbor (KNN) are a few supervised ML techniques that ML approaches that are most 

commonly employed for identifying hate speech. There are the most uses for SVM.  Sorting social media 
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data into categories for HS and non-HS is the work assigned to researchers.  Prior to the random forest, 

logistic regression is ranked third.  In this instance, algorithms like regression, NB, and passive 

aggressive are also quite successful. 

ENSEMBLE APPROACH 

The ensemble technique is a methodology that involves intelligently combining multiple weak models 

to create a powerful model. To clarify, the collective efficiency of several classifiers is consistently 

superior to that of the top-performing individual classifier [61]. In order to overcome the shortcomings 

of individual weak machine learning algorithms and enhance their individual capabilities, the ensemble 

technique was developed [62].  Without a doubt, each model has its own distinct limitations, which 

means that no model can be perfect.  Ensemble approaches have limitations even if their goal is to 

combine the advantages of several models to outperform any one model alone [63].  It is feasible to 

lower their variability and significantly improve their learning capacity by incorporating several 

ML methods [64, 65]. Ensemble tactics such as random forest, bagging strategy, and boosting approach 

can be employed to enhance performance. Table 2 demonstrates that each of these solutions possesses 

distinct advantages and disadvantages in addressing hate speech tasks. 

Table 2: Advantages and Disadvantages of Ensemble Approach 

Ensemble 

Technique 

Pros Cons 

Random 

Forest 

 

 

 

 

 

 

• Random forest surpasses 

most non-linear classifiers. This 

method is also quite resilient, as it 

relies on many decision trees to get 

its result. 

• The random forest classifier 

avoids overfitting by averaging all 

predictions, eliminating biases and 

thereby overfitting. 

• Missing values are no 

problem for random forests. So they 

can either use median values for 

continuous variables or compute the 

proximity-weighted average of the 

missing values. 

• In this method, you may 

easily select the most influential 

features for your classifier. 

• This algorithm is slower than 

others since it uses many decision trees to 

predict. Whenever a random forest 

classifier makes a prediction, every tree in 

the forest must vote on the same. This can 

take a long time. 

• Random forest classifiers are 

sluggish and thus inappropriate for real-

time predictions. 

• Unlike a decision tree, where you 

can make a selection by following the tree's 

path, the model is difficult to interpret. But 

a random forest has numerous decision 

trees, thus that's not conceivable. 

Bagging 

 

 

 

 

 

 

 

 

 

• Several studies have 

demonstrated that it can reduce 

variation in a classification task. 

• Using N learners of the 

same size on the same algorithm to 

deal with variance provides an 

environment, which may be used to 

deal with variance. 

• In the case of bias or underfitting, 

this is not a desirable thing. 

• The values with the highest and 

lowest results, which might make a 

substantial difference as well as having an 

average outcome, are sometimes 

disregarded. 

Boosting 

 

 

• Reduces the variance of the 

categorization as well as the bias of 

the classification. 

• Calculation power is high. Noise is 

sensitive to the progression of time. 
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• can produce more 

trustworthy categorization results 

when applied. 

• Every step of the way 

through the results, a record of net 

errors is preserved. 

• Using this method, the 

weighing of the bigger sample 

accuracy and the smaller sampling 

accuracy is performed, and the 

cumulative performance is then 

calculated. 

• When dealing with data sets 

that have bias or under-fitting, this 

can be extremely beneficial. 

• Although the faults in the 

predecessors must be rectified by each 

classification method, the algorithm is 

susceptible to outliers. 

• It's almost impossible to scale up 

at this point. 

• It is capable of disregarding 

overfitting in the data set. 

• The classification becomes more 

complex as a result of this. 

• Time and calculation can be too 

expensive in some cases. 

DEEP LEARNING METHOD 

Standard machine learning algorithms are incapable of conducting effective analyses of certain text 

datasets due to their extreme size and lack of linear separability. 

When nonlinear data cannot be linearly separated, they are simply nonlinear data which is hard to 

depict on a hyperplane because of their nonlinearity.  The DL method was developed to solve the 

previously described problem of forecasting significant trends in linearly non-separable data.  [65] An 

extension of ANNs, the DL algorithm is a kind of ML technology. Its objective is to closely resemble the 

human brain. The complexity of the subject matter is the primary factor determining the profundity of 

the analysis. For instance, the utilization of an increased number of concealed layers is customary in 

image processing activities. The CNN and the Recurrent Neural Network (RNN) have garnered 

significant attention from researchers due to their superior ability to capture emotion semantics and 

phrase semantics in comparison to other models. CNNs have shown to be quite successful in textual 

content analysis particularly when it relates to capturing the syntax and semantics of words involved in 

the final construction of a sentence [68]. 

Various types of deep learning algorithms have been employed to accurately predict instances of HS on 

SM platforms. For Task 6 of the SemEval-2019 competition, [69] employed CNN along with two types 

of RNN, specifically Long Short-Term Memory (LSTM) and GRUs, to address the challenge. Identifying 

and classifying abusive language on social media is task six.  The LSTM-CNN and CNN-LSTM models, 

two methods proposed by earlier researchers, were also used in this study's trials, and both produced 

promising outcomes.  A thorough analysis revealed that BiLSTM-CNN produced a higher F1-score.  

Using three deep neural networks (DNN) for analysis, recent research looked at hate speech detection 

[71].  Several DNN variations, including CNNs, LSTMs, and FastText, as well as their combinations, 

were used in this investigation [71]. The study's performance was significantly improved, outperforming 

the state-of-the-art by around 18 points.  The distinction between ML and DL is evident.  As the learning 

graph shows, ML can operate with a smaller dataset, but DL requires a huge dataset to reach high 

learning levels. The red dotted line represents the DL algorithms' learning curve.  The curve keeps 

growing along the performance-axis (vertical axis) due to the increase of data, and this expansion is 

indicative of the algorithm's effectiveness. Stated differently, DL performs better the more data there is 

ensemble approaches have their own set of pros and cons, which are outlined in Table 2. The blue line, 

on the other hand, represents classical machine learning, which suggests that the algorithm will 

probably stop learning even if the amount of data increases and that it will not converge until it hits a 

saturation point.  Instead, than focusing on artificial intelligence, previous study on automated hate 

speech recognition has mostly employed traditional machine learning methods to identify various forms 

of hate speech on social media.  Every second, the amount of data created on social media reaches 

tremendous parameters due to its exponential growth [72]. When the size of the data set exceeds a 
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certain threshold, it becomes necessary to utilize deep learning to address the problem at hand. DL for 

HS identification is a relatively new field with limited published research. Table 3 presents a comparison 

of DL algorithms for hate speech detection with alternative methods. 

Table 3: Comparative analysis of dl methods for detecting HS. 

Author Futures 

Extraction 

method 

Deep Learning 

Algorithm 

Evaluation 

metric 

Aim of Study 

[73] word embedding CNN std deviations      

= 0.84 

To solve 

discriminatory 

problem 

[17] character ngram 

and CBOW 

CNN and RNN Pr=0.81, 

Rc=0.78, 

A=83, 

Fl=0.79, 

AUC =0.89 

To identify hate 

speech in Arabic 

Tweets 

[74] CBOW and 

Continuous 

skip-gram 

CNN,LSTM,CNN+GRU Fl=93.35 To improve the 

performance 

[71] Char  ngrams 

TFIDF BOWV 

CNN and LSTM pr = 0.93, 

Rc = 0.93, 

Fl = 0.93 

To classify a tweet as 

racist sexist or 

neither 

[43] NA Deep LSTM A=  90.82, 

Pr = 83.82, 

Rc =84.23 

Detection and 

explanation of 

HATESPEECH DETECTION PERFORMANCE METRICS PARAMETER 

Assessment markers generally approach performance assessment, an investigation topic encompassing 

numerous fields. Performance measurement criteria are logical-mathematical constructs derived from 

the calculation of the disparity between real and expected outcomes in a certain context [75].  Standard 

metrics for performance assessment for HS detection models encompass precision, recall, and F1-score, 

all of which are based on classical statistics. The irregular composition of the hate speech dataset 

renders it the most commonly utilized.  The optimum choice when working with a balanced dataset is 

always accuracy.  Comprehensive descriptions of precision, recall, and accuracy are given in [15], [65], 

and [76]. The F1-score assessment metric works effectively in imbalanced data sets. Assume that our 

algorithm has been trained to distinguish between hate post and non-hate post in tweets. For example, 

we have a batch of 40 tweets that contains 10 tweets that are considered hate speech (1) and 30 tweets 

that are not(0). 12 tweets were correctly identified as hate speech by the model. There were a total of 12 

tweets identified, 8 of which were hate speech (true positives), and 4 of which were not (false positive). 

The model inaccurately classified four tweets (false negatives) that contained hate speech, while 26 

tweets were suitably classified as non-hate speech (true negatives). This example can be illustrated by 

using confusion matrix in Table 4. 
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Table 4: Confusion Matrix. 

Actual \ Predicted Predicted: NO Predicted: YES Total 

Actual: NO (30) TN = 26 FP = 4 30 

Actual: YES (10) FN = 4 TP = 8 10 

Total (N=40) 30 10 40 

PRECISION  

Precision can be defined as the percentage of accurately predicted positive instances. Precision was used 

by the researchers in the following studies to evaluate the performance of their models. 

This can be given and formulated  by the equation as: 

 
For the sake of this study, the letter Pr stands for precision. 

The proportion of properly recognized positive classifications that the model correctly detected is 

known as precision [77]. For instance, in the aforementioned scenario, the percentage of true positives 

that were accurately detected is 8.  Thus, 8/12 (truepositives / all positives) = 0.67 is the model 

precision.  The abbreviation for true positive is TP.  According to the preceding situation, TP is 8. The 

program successfully identified eight out of 10 tweets as hate speech. 

The abbreviation for false positive is FP.  This includes tweets that were labeled as offensive even if they 

weren't meant to be.  In this particular example, four tweets were disregarded because they were 

categorized as HS when, in fact, they weren't. 

RECALL 

The Recall (Rc) statistic measures the percentage of successfully recognized positive instances. [55], 

[57], [78], and [79] used recall as a method of evaluating their findings. Mathematically This can be 

reperesented as: 

𝑅𝑐 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                       (2) 

Rc is an abbreviation for Recall in this paper. The percentage of correctly determined actual positives 

might be referred to as a true positive.  In this case, recall is computed as 8/10 (true positives / all 

positives) = 0.8. This suggests that 80 percent of the hate tweets were accurately identified by the 

program. 

The abbreviation FN stands for false negative for the purposes of this research. This refers to HS tweets 

that did not include hate speech words and were thus not identified as such by the algorithm.  Although 

these were hating tweets in the conventional sense, the model classified them as non-hate tweets.  Just 

two tweets in the previous instance were mistakenly classified as non-HS when they were really HS. 

F-SCORE 

The model is evaluated using a weighted average of accuracy and recall, and this is also known as the F-

beta score. The weights between recall and precision are controlled by the beta parameter, the default 

value is 1 so the most common F-beta is F1 score. When a dataset is unbalanced, this evaluation measure 

is typically used to determine its quality. This can be formulated and given by the equation: 
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When the distribution of classes is not uniform, the model's performance is evaluated using the F-

measure, often known as the F1-score.  Because an unbalanced class distribution is often seen in real-

world text classification issues, the F1-score is a more suitable measure to employ when evaluating a 

model [51]. 

According to the previous example, F = 2*(0.67*0.8)/(0.67 + 0.8) = 1.072/1.47 = 0.72. For the sake of 

simplicity, the F1-measure of the model is 72 percent. 

ACCURACY 

The ratio of accurate forecasts to total observations might be used to determine a prediction's accuracy. 

It describes an effective and accurate model as one that is trained on a dataset that is nearly 

homogeneous, meaning that the values of FP and FN for the two-class classification issue are nearly 

equal.  Accuracy is not the best choice when working with diverse and unbalanced datasets (i.e., if two 

classes are not proportionately well), thus alternative metrics and assessment measures, such the F1-

score, should be used and properly reviewed. The correctness of the results was examined in the 

following studies: [45], [52], and [80].  

Accuracy (A) can be expressed mathematically in the following way: 

 

VI. WHAT THE STATE-OF-THE-ART HAS TO OFFER AND WHAT IT CANNOT DO 

Table 5 summarizes the paper under consideration and identifies its strengths and weaknesses 

(contribution and limits). 

Table 5 clearly identifies the subsequent research gaps, which require further rigorous and 

comprehensive inquiry. Numeric symbols, special characters, specific indications, and distinctive 

vocalizations that may convey hate speech messages were overlooked in all studies studied for this 

project and must be incorporated in the prediction of hate speech. A comprehensive coding guide 

benchmark is typically essential to assist annotators in effectively addressing this type of issue. 

Addressing contextual hate speech requires more comprehensive and effective research. 

Table 5: Relative works' contributions and drawbacks. 

RELATED  

WORK 

DATASET 

SPIRCE 

CONTRIBUTIONS DRAWBACKS 

[52] Twitter • Annotation 

guidelines for the new 

dataset were developed by 

professionals. 

• In order to assist 

annotators, a clear 

description of Islamophobia 

was provided. 

• There was a high 

degree of inter-coder 

agreement, with an 89.9% 

accuracy rate 

• • The data gathered was restricted to 

people in the UK who follow the most 

important politicians; this reduces the 

distribution. 

• Restrictions in data collection led to a 

lack of heterogeneity. 

• Only focus on Islam phobia; other 

hate-related aspects were not explored. 

• The context of a word is irrelevant. 

• Prior to the pre-processing, all 

numeric symbols were removed from the data. 
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[53] Twitter • There was good 

diverse coverage of tweets 

• The majority of 

hatred characteristics were 

taken into consideration 

• In order to properly annotate a text, it 

is necessary to follow a proper guideline. 

• Health status, marital status, and 

transgender status were not taken into 

account. 

• As part of pre-processing, special 

characters and numeric symbols were 

eliminated. 

[54] Twitter • Annotators who 

were specialists in South 

African politics were taught 

before tabulating the 

dataset, resulting in 

comprehensive coverage of 

a heterogeneous 

community. 

• There are no additional languages in 

South Africa save for code-mixed included in 

the dataset. 

• Pre-processing eliminated all 

numerical symbols. 

• It was a bad idea to utilise annotators 

with an even number (i.e. 2) because the 

confused post may have one annotator 

express hate and the other non-hate. As a 

result, this can be an issue. 

[45] Face book 

 

• Excellent 

illustrations of annotators' 

instructions. 

• Extensive coverage 

of despise variables 

• A thorough 

investigation into cyber-

hate in languages other 

than English.. 

• The published dataset was used, and 

as a result, the dataset inherited any flaws that 

were linked with it. 

• The code-mixed date post was not 

taken into consideration. 

• Numbers that some may see as having 

useful connotations were not taken into 

consideration. 

• Gender identity and marital status 

were not taken into consideration. 

• Only Spanish-language texts were 

examined. 

[81] Twitter • Excellent cross-

validation of up to ten 

variables. 

• Excellent 

illustrations of annotators' 

instructions. 

• Texts that were code-mixed were 

eliminated, which may have resulted in the 

loss of critical information. 

• Numeric symbols, photos, and emojis 

were excluded from consideration. 

• Data posts that were code-mixed were 

not taken into consideration. 

[82] Face book • Good coverage of 

variables that people 

dislike. 

• Cohen's kappak 

value was produced in 

order to test the agreement 

between codes. 

• The transgender and married statuses 

were not taken into account. 

• Numeric symbols that some may 

signifies beneficial significance were 

eliminated. 
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[9] Twitter • Comprehensive 

data on lexicon creation 

was gathered. 

• Context and not 

simply bad words were 

taken into account. 

• The annotators 

were guided by clear 

definitions and 

explanations. 

• Pre-processing deleted numerical 

symbols, and there was no thorough guide to 

assist annotators. 

[83] Twitter • Language switching 

amongst speakers of 

different languages was also 

considered. 

• In the 

investigations, both multi-

lingual and multi-

dimensional issues were 

taken into consideration. 

• Special characters and numeric 

symbols were not taken into account. 

• The question of context in texts was 

not dealt with. 

VII. UNSOLVED PROBLEMS IN DETECTING HATE SPEECH 

Using standard ML techniques to identify hate speech on social media sites presents a number of 

unexpected challenges.  These challenges may take many different forms, such as the length of time 

needed to formulate and define the issue, the length of time needed to gather and annotate the data, 

cultural differences, and other associated factors. 

HATE SPEECH DETECTION CHALLENGE AND DATASET 

The initial and most significant obstacle is the absence of suitable hate speech data sets in a well-defined 

and homogeneous format across various platforms worldwide. This holds true everywhere in the globe.  

A large dataset is required for social media network research [60].  Additionally, [84] has emphasized 

how vital it is to broaden the concept of the campaign to prohibit hate speech to include both Western 

and non-Western parts of the world's population. The identification and classification of hate speech 

campaigns are greatly influenced by culture, religion, society, gender, and tradition. Table 6 depicts the 

availability of datasets in various parts of the world, categorized by region. 

Table 6: Comparison of the geographic distribution of the cyber-hate dataset and its 

availability. 

Reference Domain SM Source Availability Dataset 

Source 

Origin 

(Country) 

[43] General Twitter Available Adopted [9] USA 

[52] Specific 

(Politics) 

Twitter Available New UK 

[44] General Twitter Available Adopted [9] USA 

[53] General Twitter Not Available New Jorden 

[54] General Twitter Not Available New South Africa 

[45] General  Available Adopted [82] Taiwan 
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[85] General Facebook/survey Not Available New Germany 

[81] General Twitter Not Available New Spain 

[46] General Twitter Available Adopted [10] Pakistan 

[3] General Twitter Available New Japan 

[86] General Twitter Not Available New Portugal 

[59] General Twitter Not Available New India 

[82] General Facebook Available New Taiwan 

[9] General Twitter Available New USA 

B.THE PROBLEM OF DATA SPARISM 

The additional issue is the data's sparsity within the dataset. For example, Twitter limits each post to 

140 characters [87]. In this scenario, the information included in a solitary tweet may not be adequate 

to draw broad conclusions about a specific post. This is a frequent problem that can be found in any 

short message text mining project. 

C.CHALLENGE OF UNBALANCED DATASET 

As is inherent in the majority of real-world issues, the dataset's unequal class distribution is a common 

occurrence in hate speech identification [51].  A typical (non-hateful) post is much more common than 

an uncommon (cruel) one in the vast majority of cases [88].  Because the algorithm will learn more from 

information collected by the majority class (those that do not include hate speech) than from data 

representing the minority class (those that do), this will result in biased learning. 

D.DIFFERENT CULTURAL OPPORTUNITIES 

Depending on the culture and tradition, cultural variances can have a direct impact on the definition of 

hate speech, or what constitutes HS. For instance, what is deemed normal communication in the US 

may be seen as HS in Nigeria.  The way that speech is classified as offensive or non-offensive depends 

largely on the culture and traditions of the community.  In order for social media companies to address 

the HS issue on their platforms holistically, experts recommended that non-Western parts of the globe 

be investigated for research pertaining to HS [13]. 

E. PANDEMIC OR NATURAL DISASTER  

Victims of pandemics or normal disasters often fall into stereotypes. The COVID19 pandemic is a good 

illustration of this, as Chinese people have been stereotyped in many parts of the world as a result of the 

outbreak. Figure 2 depicts a typical stereotypical tweet by former President Trump, as well as a 

response. 

Figure 3 illustrates Trump's description of the COVID-19 pandemic as a Chinese-developed virus. Many 

people objected to such accountability measures. According to the most recent data available, Trump is 

the sixth most followed individual on the Twitter social media platform, with more than 87 million 

followers. 



Journal of Information Systems Engineering and Management 
2025, 10(38s) 

e-ISSN: 2468-4376 

  

https://www.jisem-journal.com/ Research Article  

 

 591 
Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative Commons 

Attribution License which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is 

properly cited. 

 

 

Figure 3: Trump's description of the COVID-19 pandemic. 

With over 87 million followers, the volume of retweets, likes, dislikes, thumbnails, and comments is 

substantial, and the impact and influence can be profoundly detrimental to all Chinese individuals 

worldwide. The Centers for Disease Control and Prevention (CDC) has issued a stringent caution against 

designating diseases by geographical areas, asserting that this practice stigmatizes individuals. Each 

disease or calamity possesses an own nomenclature, complicating the process of identification. 

VIII. LIMITATIONS OF THE STUDY 

The primary limitation of the study is the lack of experimentation on any ML or DL model using a 

specific data set. The research and innovative work of other researchers, on the other hand, was 

subjected to critical evaluation. In order to synthesize the work of other researchers, we created the 

conclusion that is presented in the following portion of the paper. 

IX. CONCLUSION 

This article discusses the recent and latest development made in involuntary hate speech detection on 

SMP. Although hate speech research and innovation are well-established in the arts, humanities, and 

social sciences, they are relatively new to the technological and political fields, particularly on the social 

media platform. Therefore, it is essential to keep researchers updated on new developments. To detect 

HS content across various SM platforms, researchers employ a variety of methodologies, including 

conventional machine learning techniques, ensemble learning approaches for combining multiple weak 

models, and deep learning strategies. The research revealed a higher utilization of conventional ML 

compared to ensemble and DL methods. This research study highlights the need for further 

investigation into the application of ensemble and deep learning methodologies. The study also 

examines the benefits and drawbacks of each approach so that researchers may choose the best one. 

Moreover, some unresolved issues in hate speech identification were highlighted, including cultural 

differences, data scarcity, and dataset accessibility concerns. Encouraging the use of machine learning 

for high-risk detection on social media is crucial.  This review targets beginners in hate speech 

classification in social sciences. It outlines the necessary steps for text categorization using machine 

learning and discusses the challenges in the field. 
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