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This study explores how well an automated essay grading (AEG) system, built with Natural 

Language Processing (NLP), aligns with human graders in assessing different types of essays. 

Using essays from 35 information technology (IT) students manually scored by human raters, 

the system’s performance was evaluated with statistical tools like weighted Cohen’s Kappa and 

the Friedman test. The results showed a moderate to substantial match between the automated 

essay grading system and human scores across essay types (argumentative, comparison and 

contrast, descriptive, narrative, and persuasive, suggesting that the system can reliably handle 

various writing styles. Also, no significant differences in grading reliability were found across 

essay formats, indicating that the system adapts well to different types of essays. These findings 

suggest that NLP-based essay grading systems could be valuable in educational settings, 

especially in large classes with high grading demands. While the system shows strong potential 

in the academic arena, focusing on assessment and further testing with a broader dataset is 

recommended to improve its generalizability and address complex writing elements, such as 

creativity and tone. This study contributes to educational technology by presenting a practical, 

scalable approach to consistent and objective essay grading, paving the way for the broader use 

of automated grading tools in education. 

Keywords: automated essay grading, natural language processing, grading reliability, essay 

evaluation, machine learning 

 

INTRODUCTION 

Natural Language Processing (NLP) is a type of artificial intelligence (AI) that helps computers understand human 

language in different forms, such as written text, speech, or even casual notes [1]. As AI technology becomes more 

common daily, NLP is important for improving how we interact with machines. However, developing these 

applications is challenging because computers need clear and structured input, while human communication could 

be more specific and complex [2]. Today, NLP is used in various areas like information extraction, translation, 

summarizing texts, and grading written responses [3]. 

Essay types of assessments are widely used in education to assess students’ understanding, critical thinking, and 

ability to connect ideas [4]. However, grading these essays manually can be slow and subjective, leading to 

inconsistencies. This concern has become more evident as many educational institutions,  
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like the Central Bicol State University of Agriculture (CBSUA) in the Philippines, have moved and implemented 

flexible learning modalities. Traditional methods, which rely on human graders, are time-consuming and can vary in 

accuracy [5]. 

With advancements in NLP, there is a growing interest in developing automated grading systems that provide 

quick, fair, and accurate feedback. For example, systems like the Intelligent Essay Assessor (IEA) use techniques such 

as Latent Semantic Analysis (LSA) to evaluate essays, showing a strong correlation with human grading [6]. Yet, 

evaluating open-ended responses remains complex, requiring understanding beyond matching keywords [7]. 

This study aims to develop an automated essay grading system using NLP. The objective is to design a tool that can 

accurately and consistently evaluate essays based on content and structure. The system will be tested against human 

grading to ensure its effectiveness and reliability. This project is not meant to replace teachers but to help them by 

making the grading process more efficient and reducing the time needed for assessment. 

By introducing such a system, this study hopes to support educators and improve the quality of student feedback. 

It offers a solution to the challenges of manual essay grading, thereby contributing to a better learning environment 

for teachers and students. 

METHODOLOGY 

This study discusses the key components, focusing on data collection and the system overview. The study aims to 

develop an automated essay grading system using NLP techniques. The system processes student essay submissions 

and compares them against preloaded model answers and grading rubrics to produce scores and feedback. The 

research involved gathering relevant data for system training and evaluation to achieve this. 

A. Data Collection 

We collected essays from 35 IT students, each bringing their responses from what they remembered and 

comprehended regarding each essay question. From persuasive arguments to creative narratives, their work gave us 

plenty to test our system with. 

Human raters manually graded each essay submission using a structured rubric focused on content quality, 

coherence, structure, and grammatical accuracy. These human-graded essays served as a reference dataset for 

training the automated grading system. The grading rubrics and model answers were stored in a MySQL database, 

which allowed the machine learning model to learn from and base its evaluations. 

This dataset was essential for training the system's machine-learning model and conducting performance 

comparisons between the system's automated scores and human grades. By looking at a broad range of essay types 

and varying writing quality, the collected data ensured that the system was exposed to different levels of complexity, 

allowing for a reliable model. The model answers, and grading rubrics provided by the teachers formed the grading 

criteria' core, aligning human and machine evaluations with a common standard. 

After the developmental part, this study tests the system's reliability by determining the consistency of the 

generated score to the score given by the human rater. This study used the Statistical Package for Social Science 

(SPSS) version 27.0 software to analyze data with the help of the following statistical tool: Weighted Cohen’s Kappa 

in determining the reliability of the system and Friedman test in finding if there is a significant difference on the 

reliability of the system across different types of essays.  

B. System Overview 

The system works in two main stages: evaluating the essays and training the grading model, as shown in Figure 1. 
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Figure 1. System Overview  

In the essay evaluation stage, the system starts by analyzing the essay for keywords to which important terms that 

reflect the content are considered. It then compares these keywords to a rubric, a set of rules, or criteria for grading. 

A criteria evaluator evaluates how well the essay meets these criteria and assigns a score. This score is based on 

specific factors such as how well the essay is structured, how clear the ideas are, and the use of language, depending 

on the type of essay (persuasive, descriptive, etc.). 

In the training model phase, the system learns to grade by studying essays humans have already graded. Here, the 

system takes these manually graded essays and uses them to learn how to assign scores in the future. It first cleans 

up the essays by removing unnecessary words, then picks out the most important terms to focus on. These terms are 

used to train a machine learning model (in this case, a classifier) that will predict scores for future essays based on 

patterns it finds. 

Once the training is complete, the system can automatically grade new essays based on what it has learned. All this 

information is stored in the database, so students and teachers can access it whenever they need to use it using their 

login credentials. 

Finally, statistical analysis compares its performance to human grading to ensure the system grades accurately and 

fairly. Using Weighted Cohen’s Kappa and the Friedman test, the system’s consistency with human raters is measured 

across different types of essays, ensuring its grades are reliable, objective, and accurate. 

RESULTS AND DISCUSSION 

A. Preprocessing steps on information extraction 

One of the first things the researchers had to do to get the automated essay grading system working was to prepare 

the text in a way the system could understand. Sorting was done through, and what was written was organized. This 

is basically what we did with the essays. We used tokenization to break down the essay into smaller pieces like 

individual words or sentences. This made it easier for the system to pick up on what the essay was talking about. 

Text preprocessing is a crucial step in natural language processing (NLP) and information extraction tasks, as it 

involves cleaning and filtering textual data to remove noise and irrelevant information. This process can significantly 

impact the efficiency and accuracy of subsequent NLP stages [8], [9]. Studies show that effective preprocessing can 

improve system performance by up to 30% in tasks like text classification and sentiment analysis [10]. 

The most common preprocessing techniques are tokenization, stop word removal, and lemmatization. Tokenization 

breaks down the text into manageable units, such as words or sentences, allowing the system to identify and process 

linguistic patterns easily. Stop word removal further refines the text by discarding frequently used but contextually 

insignificant words, enabling the model to concentrate on more meaningful terms and thus enhancing processing 

efficiency [8]—[10]. Together, these steps help streamline the data, setting a solid foundation for accurate NLP 

interpretation. 
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B. Collecting a diverse dataset for training and testing 

Another part of making the grading system work was having a good variety of essays to train it on. The researchers 

gathered essay responses from 35 information technology (IT) students, and they covered different essay types: 

persuasive, argumentative, descriptive, comparison and contrast, and narrative. This was important because each 

type of essay has its unique style and purpose. For example, a persuasive essay needs strong, convincing arguments, 

while a descriptive essay is about painting a picture with words. 

The challenge was ensuring we had a good mix of different types and quality levels. If the system only saw well-

written essays, it would get used to grading everything as if it were at that high level, which is unrealistic. We included 

a range of essays, from polished ones to those that needed more work. This way, the system learned how to deal with 

different levels of writing ability, just like a human grader would. 

We split this collection of essays into two groups: one for training the system and one for testing it afterward. This 

was a way to check how well the system learned to grade essays it had not seen before. It was a good way to ensure 

the system could handle new, unseen essays fairly and accurately. But there's always room to improve. We could add 

more essays from different backgrounds and topics to improve the system.  

C. Reliability of the automated grading system 

Table 1 discusses the reliability of the automated grading system by analyzing its consistency with human rater 

scores. The collected data were analyzed using SPSS version 27, utilizing weighted Cohen’s Kappa as statistical 

treatment. 

Weighted Cohen's Kappa was run to determine if there was an agreement between the score of the automated 

grading system and human rater across different types of essays. Data revealed that there was moderate agreement 

between the two along Persuasive (κ =0.512 {95% CI, 0.220 to 0.804}, p < .01), Descriptive (κ =. 0.528 {95% CI, 

0.228 to 0.829}, p < .01), and Narrative type of essay (κ = 0.542 {95% CI, 0.154 to 0.930}, p < .001). Moreover, there 

was substantial agreement between the two raters along Argumentative (κ = 0.767 {95% CI, 0.457 to 0.924}, p < 

.001) and Comparison and Contrast type of essay (κ = 0.612 {95% CI, 0.457 to 0.920}, p < .001). 

Table 1 

Reliability of the automated grading system along different types of essay 

Type of Essay 

Cohen's 

Kappa 

(κ) 

p-

value 

95% Confidence 

interval 

Upper Lower 

Persuasive 0.512 0.002 0.804 0.220 

Argumentative 0.767 0.000 0.924 0.457 

Descriptive 0.528 0.001 0.829 0.228 

Comparison 

and Contrast 
0.612 0.000 0.920 0.304 

Narrative 0.542 0.000 0.930 0.154 

Legend: 

  Cohen’s Kappa(k) Interpretation 

  k < 0.20     Slight 

  0.21 ≥ k ≤0.40  Fair 

0.41 ≥ k ≤0.60  Moderate 

0.61 ≥ k ≤0.80  Substantial 

k >0.80     Almost Perfect 
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These findings suggest that the reliability of the automated grading system ranged from moderate to substantial, 

highlighting all the p-values that were less than 0.01, implying the significance of the reliability of the grading system 

from 0. Automated assessment systems have shown promising results in various educational contexts. For instance, 

one study implemented a hybrid system combining static and dynamic analysis to evaluate programming 

assignments. This approach effectively reduced the grading workload for instructors while maintaining high accuracy 

and consistency in assessments, even in large-scale online learning environments [11]. Such systems have proven 

reliable and beneficial, particularly in scenarios where traditional manual grading is challenging due to high student 

numbers or remote learning conditions. Similarly, our NLP-based grading system demonstrated moderate to 

substantial agreement with human raters across multiple essay types, indicating its potential to support educators in 

managing the grading process more efficiently. 

D. Differences in the reliability of the system across different types of essays 

This section examines the system's reliability differences across different types of essays. The Friedman test was 

used to analyze data utilizing SPSS version 27. Table II presents the system's reliability differences across different 

types of essays. As shown in the table, the Chi-square value of 6.122 and p-value of 0.190 suggest that there is no 

significant difference in the system's reliability across different types of essays. 

Table 2 

Friedman Test Result 

N 5 

Chi-Square 6.122 

df 4 

Asymp. Sig. .190 

 

These findings suggest that the developed system performed well in checking this study's different types of essays. 

Previous studies have also explored the performance of automated assessment systems across various contexts. This 

result aligns with recent research on AES reliability and adaptability. Studies such as [12] support this consistency by 

noting that AES systems can perform reliably across essay types when calibrated to specific writing attributes. 

Similarly, research from [5] acknowledges challenges in evaluating nuanced elements like content relevance and 

cohesion but affirms that AES systems can still yield reliable results across genres with careful design. Additionally, 

findings from [13] show that AES systems tend to be more reliable for non-struggling students, suggesting that while 

the system in this study performed well across essay types, further research could explore reliability across different 

student proficiency levels. Finally, research in [14] highlights potential demographic biases in AES models, 

underscoring the need for further testing to ensure fairness across diverse student groups. 

This suggests that automated systems, when properly calibrated, can provide consistent and fair evaluations 

regardless of the content or format of the student submissions. Similarly, our study found no significant difference 

in the system's reliability across different essay types, reinforcing the potential of automated grading tools to handle 

diverse assessment tasks effectively. By maintaining consistency in evaluation, such systems can significantly reduce 

biases and improve the scalability of educational assessments. 

CONCLUSIONS 

This study demonstrated that an automated grading of essay systems utilizing Natural Language Processing (NLP) 

can be a reliable tool for evaluating diverse essay types with accuracy comparable to human raters. The system 

showed moderate to substantial alignment with human graders, particularly in structured and rubric-based 

evaluations through analysis of essay types, including persuasive, descriptive, narrative, argumentative, and 

comparison and contrast. As reflected in the weighted Cohen’s Kappa values and the Friedman test results, statistical 

analysis confirmed the system’s consistency across essay types, suggesting its potential to provide scalable, fair, and 

objective feedback to students. 
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While promising, the study is limited by its dataset, which consists of essays from 35 IT students. This constraint 

affects the model’s generalizability, as a more diverse sample could yield broader insights into the system’s 

applicability. Additionally, while the system successfully evaluates structure and language, it may require further 

refinement to assess more nuanced qualities, such as creativity and tone, which are often better captured through 

human oversight. Future research should expand the dataset to include a broader range of essay types and 

demographics and consider implementing advanced NLP techniques to enhance the system’s interpretive 

capabilities. 

Overall, this study contributes a practical and efficient approach to essay grading in educational contexts. It 

demonstrates that with further development, this automated system can serve as a valuable support tool for 

educators, helping streamline assessment tasks and maintain consistent standards in grading. 
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