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I. INTRODUCTION 

 

The planet is home to thousands of plant species, many of which possess therapeutic qualities that can 

be harnessed to treat a wide range of illnesses. In addition to their medicinal value, plants play a crucial 

role in the ecological food chain, acting as primary producers that sustain herbivores and, in turn, 

provide food for higher trophic levels. Medicinal plants, in particular, offer numerous benefits to 

humankind, including the development of natural remedies, the prevention and treatment of various 

diseases, and contributions to the pharmaceutical industry. Their therapeutic properties are also vital 

in alternative medicine practices, offering holistic treatments with fewer side effects compared to 

synthetic drugs. Accurate identification of medicinal plants is essential for ensuring their proper use, 

preservation, and effective integration into healthcare practices. However, the manual identification of 
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Accurate classification and identification of flowering medicinal plants hold 

immense potential for advancing traditional medicine and biodiversity 

conservation. Currently, experts manually identify medicinal plants based on 

characteristics such as aroma, flowers, and visual features—a process that is 

not only time-consuming but also prone to human error and inefficiencies. To 

address these challenges, this study proposes a robust medicinal flower 

classification framework composed of three major phases: segmentation, 

feature extraction, and classification. The segmentation phase utilizes a deep 

learning-based Detectron2 model to isolate flower regions accurately. Three 

distinct feature extraction schemes are then applied to capture the color and 

texture patterns of the segmented flowers. The extracted features are optimized 

and classified using a Convolutional Neural Network (CNN) enhanced with an 

Improved Seeding Particle Swarm Optimization (IS-PSO) algorithm. 

Dominant features are selected using a Particle Swarm Optimization (PSO) 

technique prior to classification to improve computational efficiency and model 

accuracy. The proposed method was validated using 14 real-world medicinal 

flower datasets, all of which hold significant medicinal value. The CNN-IS-PSO 

model achieved superior performance, with an accuracy of 96.24%, precision 

of 96.90%, recall of 93.41%, and an F1-score of 94.69%, significantly 

outperforming recent state-of-the-art models. This method demonstrates the 

potential to enhance the reliability and accuracy of automated medicinal plant 

classification. 

 

Index Terms—Convolutional Neural Network (CNN), Detectron2, Feature 

Extraction, Flowering Medicinal Plants, Particle Swarm Optimization 
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plants, based on characteristics such as morphology, aroma, shape and texture, is time consuming and 

prone to human error[1,2]. Acquiring accurate skills and information acquisition is necessary for many 

techniques in classifying and identifying plant species [3,4]. This challenge becomes even more 

significant as the diversity of plant species continues to increase, with many medicinal plants exhibiting 

similar morphological features. In recent years, advancements in computer vision and deep learning 

have introduced automated methods for plant species identification, which offer a promising solution 

to these challenges. It is suggested in various research works to automate the classification of plant 

species based on physical features and visual characteristics [5]. Automated techniques can be used by 

non-experts to identify plant species with high accuracy. Artificial intelligence-based methods like deep 

learning and machine learning can be applied to find the right therapeutic plants. These models can be 

trained using morphological characteristics of leaf texture, color, binary patterns, and many more 

features used to achieve high classification accuracy. According to the survey, the most often utilized 

techniques for automating plant classification tasks are CNNs and the different CNN models. These 

CNN-based schemes perform reasonably in different image classification applications [6,7]. Several 

research works use leaves to identify plant categories; other parts, such as stems, seeds, petals, and 

flowers, can also be used to automate the identification process. Among these, flower identification has 

emerged as a key area of interest due to the unique and often distinguishing features flowers possess. 

This paper proposes a novel framework for the automated classification of medicinal plant flowers using 

deep learning techniques. The proposed method integrates the Detectron2 model for flower region 

segmentation, ensuring precise delineation of flower boundaries, which is crucial for subsequent 

analysis. Feature extraction is carried out using advanced techniques to capture both color and texture 

patterns, which are then optimized using PSO [19,20] to enhance the classification performance. The 

primary objective of this study is to develop a reliable, efficient, and scalable method for medicinal plant 

flower identification that can be used by non-experts in various practical applications. By leveraging the 

power of deep learning and optimization techniques, we aim to improve the accuracy of medicinal plant 

identification, making it accessible for broader applications, from botanical research to pharmaceutical 

development. 

 

II. RELATED WORKS 

 

The systematic review [8] examines the use of deep learning for medicinal plant classification, analyzing 

31 studies and highlighting trends like the use of CNNs (64.5%) and transfer learning (83.8%). It 

identifies key gaps, including the lack of global datasets and trust in deep learning methods, urging 

further research and collaboration. A hybrid approach [9] based on feature selection and deep 

convolutional neural networks (DCNN) is presented for classifying flower species. The features are 

extracted using a pre-trained DCNN composed of AlexNet and VGG16. VGG19+DensNet201 was found 

to have higher accuracy than the rest of the related models. Qin et al. [10] proposed a combined object 

detection and attention-based approach for flower species recognition from image databases. This 

method improves performance in complex backgrounds by integrating detection and classification, 

reducing training time. Experimental analysis demonstrated its effectiveness in increasing mean 

average precision and accurately identifying flowers in challenging settings 

A modified multimodal CNN (m-CNN) is used [11] for classifying flower images. The convolutional layer 

in the m-CNN model extracts essential features, which are given as input to the fully connected layer 

for classification. The m-CNN model achieves better results compared to other data fusion techniques. 

Another feature selection and CNN-based flower classification method is presented in the scheme [12]. 

In this approach, the features selected and extracted by the CNN are concatenated. Reducing and 

classifying the features chosen by the feature selection strategy is the primary goal, as it increases the 

classification accuracy. A transfer learning based DCNN model is implemented [13] and fine-tuned to 

achieve higher classification accuracy. The images are preprocessed by resizing and normalizing, and 

the potentiality of the DCNN model was evaluated using training, testing, and validation datasets. 
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Feature extraction is highly prominent in the flower classification process and has a profound influence 

on improving classification accuracy [14]. Rathna et al. [15] discussed different image processing 

methods for medicinal plant classification. An effective feature extraction technique is combined with 

the classifier to achieve the desired recognition performance. Other image processing techniques, such 

as the Median filter, Gabor filter, Mean filter, Morphological filter, histogram equalization methods, 

and Average filter, can improve the quality of plant images and help identify specific medicinal plants. 

The scheme [16] utilized different features, such as length, width, area, colour, textures, etc., to 

automatically train the model to identify medicinal plants. [17] This study improves medicinal plant 

classification using ensemble learning and transfer learning with CNNs like VGG16, VGG19, and 

DenseNet201. By combining models through averaging strategies, the VGG19+DenseNet201 ensemble 

achieved 99.12% test accuracy on the Mendeley Medicinal Leaf Dataset, outperforming individual 

models. The approach effectively captures patterns in leaf images, with future plans focusing on 

enhancing datasets and developing real-time applications. A CNN-based leaf image classification is 

presented in the scheme [18]. The dataset was created with medicinal plants collected from different 

regions across Bangladesh. A three layered CNN model was designed for extracting high level 

representational features for classification.  

Overall, images were used for training, and the performance was tested on images. Feature extraction 

and classification are highly prominent in the medicinal plant recognition process, and these methods 

play an essential role in improving the accuracy of the identification process. Most works discussed 

above use the complete image to train the deep learning model. As a result, these models collect more 

features from the background region, reducing the classifier’s performance while increasing the 

computational overhead. Even though a few deep learning schemes use segmentation algorithms to 

train the flower region leaving the background, these approaches provide a higher intraclass variation 

since there is no uniform feature pattern during the model training if the same flower has a different 

contrast or texture caused during image capturing. Thus, these models try to extract a single-type 

feature during the training process, which minimizes the performance during flower classification. To 

overcome the limitations, the proposed scheme utilizes a hybrid feature extraction approach that can 

yield a better result than a single-type feature. Therefore, the work uses three feature extraction 

algorithms to extract the flowers’ texture and colour patterns. To avoid the unnecessary features 

extracted from the flower background and obtain an accurate flower boundary, a Detectron2 model is 

utilized to segment the flower region. Also, training the model with complete color and texture features, 

including the redundant feature, will increase the computation complexity and reduce the performance. 

Therefore, the work uses a PSO algorithm-based feature selection that selects the dominant features 

that highly differentiate the flower classes. The work uses a CNN with an IS-PSO model to identify 

flowering medicinal plants. Optimization within CNN improves its performance in flower classification. 

The potential impact of this comprehensive approach on flower classification is significant and 

promising, as discussed in the following section. 

 

III. PROPOSED APPROACH 

 

The proposed medicinal flower classification involves four significant processes: preprocessing, flower 

segmentation, feature extraction, and classification. Fig.1 illustrates the block diagram of the proposed 

model, providing a visual overview of these interconnected processes. To evaluate the proposed 

approach, 14 different medicinal flowers are considered. The dataset contains 1400 images, with each 

flower category having, on average, 100 samples. The flowering medicinal plant images are collected 

during the blooming season. The plants were photographed using an Android mobile and resized to 

512×512 pixels. The collected species are highly medicinally valuable. Fig.2 displays sample images of 

various medicinal flowers along with their botanical names. 
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Fig. 1. Block diagram of the proposed model. 

 

 
Fig. 2.Medicinal Flower images Dataset: (a) Clitoria Ternatea, 

(b) Hibiscus Rosa-Sinensis (c) Asclepias Curassavica, (d) Helianthus Annuus, (e) 

Punica Granatum (f) Rosa Hybrids (g) Nerium Oleander, (h) Tabernaemontana 

Divaricata, (i) Spilanthes Acmella, (j) Calotropis Gigantea, (k) Tagetes, (l) Jasminum 

Sambac, (m) Nyctanthes Arbortristis, and (n) Catharanthus Roseus. 

 

A. Preprocessing 

The medicinal flower images undergo a preprocessing phase designed to enhance their quality and 

ensure optimal performance in subsequent stages of classification. This stage addresses various 

challenges, such as image distortions, scale variations, and missing or incomplete information, which 

can degrade classification accuracy. This proposed approach utilizes two techniques for preprocessing, 

namely Fuzzy Adaptive Non Local Mean with Fuzzy k-means (FANLM) [21] for image denoising and 

Contrast-Limited Adaptive Histogram Equalization (CLAHE) [22] for image quality enhancement. The 

proposed FANLM (Fuzzy Adaptive Non-Local Means) method addresses the challenges of irregular and 

fuzzy image borders by leveraging fuzzy rules and neutrosophic sets to reduce uncertainties during 

segmentation. By utilizing predefined clusters and centroids along with gradient and intensity 

information, the method enhances segmentation precision. Additionally, the adaptive denoising 

approach optimizes the search window size based on local pixel properties, using an improved Median 

Absolute Deviation (MAD) estimator to mitigate Rician noise while preserving essential image clarity. 

This ensures better feature retention, such as petal textures and edges, crucial for accurate 

classification. Compared to traditional techniques, FANLM demonstrates superior performance by 

providing clearer segmentation, reduced noise, and enhanced feature extraction, ultimately improving 
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classification accuracy across the dataset of medicinal flowers. The research employs the Contrast 

Limited Adaptive Histogram Equalization (CLAHE) technique, an improved version of Adaptive 

Histogram Equalization (AHE), to enhance the contrast of medicinal plant images while avoiding 

overamplification. Unlike global methods, CLAHE is applied selectively to small regions, or ”tiles,” 

within the image. Bilinear interpolation is used to merge adjacent tiles, ensuring smooth transitions 

and eliminating arbitrary borders. The technique equalizes the brightness channel of RGB images, 

significantly improving contrast. CLAHE is configured with two parameters: the clip limit, which 

prevents excessive contrast amplification (set to a default value of 40), and the tile grid size, which 

determines the size of the regions processed (set to 8 x 8 in this study). These parameters ensure 

effective enhancement while preserving image details, making CLAHE particularly suited for 

preprocessing in medicinal plant image analysis. The following Fig.3 shows the result of pre-processed 

step. (a) The unprocessed image, (b) the image is converted to the Lab color space, which separates 

luminance (L) from color (a and b channels). a represents the color spectrum from green to red. b 

represents the color spectrum from blue to yellow. The color model is used in image processing for color 

correction and enhancement. (c) the denoised image using FANLM (d) the contrast-enhanced image 

using CLAHE, and (e) Histogram of input image and pre processed image. Histogram represents the 

pixel intensity distribution of the original image and  pixel intensity distribution after applying a 

preprocessing technique. CLAHE modifies the histogram by redistributing pixel intensities for local 

contrast enhancement. FANLM smooths the image while preserving edges, reducing sharp intensity 

variations. 

 

 

 
 

Fig. 3. Visual Representation of Preprocessing Techniques on Medicinal flower sample 

images. 
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B. Segmentation 

The preprocessed images are used to train the Detectron2 model to segment medicinal flower images 

accurately. Detection 2 is the advanced version of Detectron and Mask RCNN model [23], which is 

extensively used in object detection and instance segmentation tasks. The architecture of the Detectron2 

model is shown in Fig.3. The Detectron2 model [24] consists of a backbone network consisting of a 

feature pyramid network (FPN) and Region Proposal Network (RPN) to accurately detect and localize 

flowers in an image. In this model, the base layer consists of R-CNN and FPN, and the model is extended 

to an R-CNN mask. The model can generate pixel-level masks for individual flowers, which is especially 

useful when flowers overlap or have irregular shapes. Accurate segmentation is critical for extracting 

fine-grained details that contribute to the classification task. The proposed architecture is a two-layered 

network and has three important blocks, namely a backbone network, a Region of Interest (ROI), and 

a region proposal network (RPN) head (box head). Detectron2 supports both object detection and 

instance segmentation simultaneously, which means it can detect flower locations while also creating 

masks for them which is shown in Fig.4. This dual capability allows for a richer understanding of the 

flowers and their context, improving the overall classification performance. Detectron 2 methods 

understand the plant’s parts and enable it to distinguish similar-looking flowers in the image. It locates 

and segments individual flowers in a complex background. The boundary of the flower regions is highly 

preserved by the detectron2 approach even though the background leaf region and foreground flower 

region overlap. The annotated bounding box around the flowering image enables the CNN model to 

locate the 

 
Fig. 4. The architecture of the Detectron2 model. 

 

 
Fig. 5. Annotated with bounding box around sample medicinal flower images. 

 

flower parts and focus on specific regions of interest, rather than analysing the entire image. Key 

features such as flower shape, color, and texture are extracted from the annotated box which is shown 

in Fig.5, aiding the model in understanding the plant’s characteristics. By focusing on annotated 

bounding boxes and segmentation masks, Detectron2 reduces the need for vast amounts of labelled 

data and false positive detections. This makes the model more robust and better at generalizing to new, 

unseen flower images, even when data is limited. 
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C. Feature Extraction 

The study employs color and texture-based feature extraction techniques to enhance medicinal flower 

classification. For color features, HSV (Hue-Saturation-Value) [28] is used, where hue identifies color, 

saturation measures purity, and value indicates brightness. A mapping approach using MATLAB’s 

rgb2hsv function extracts mean H, S, and V values from segmented images. For texture features, GLCM 

(Gray-Level Co-occurrence Matrix) [25] and LBP (Local Binary Pattern) [26-27] are utilized. GLCM 

calculates texture-related features like energy, contrast, correlation, dissimilarity, homogeneity, and 

Angular Second Moment (ASM) by analysing the spatial distribution of Gray levels in four orientations 

(0°, 45°, 90°, and 135°). LBP generates binary patterns for each pixel to extract unique texture features, 

focusing on uniform patterns that capture local intensity variations. The Fig. 6 demonstrates, Initially, 

the flower region was isolated through segmentation, producing a segmented image that served as the 

foundation for subsequent analysis. The segmented image was then converted to the HSV color space 

to enhance color representation, and individual Hue (H), Saturation (S), and Value (V) channels were 

extracted. These channels were later merged to form a composite image capturing essential color 

characteristics. To extract texture features, the merged image was processed using Local Binary Patterns 

(LBP), which emphasizes local texture variations. The corresponding LBP histogram quantifies these 

patterns by displaying the frequency distribution of LBP values. Additionally, Gray-Level Co-occurrence 

Matrix (GLCM) features were computed from the merged image to capture spatial and structural 

properties. These methods reduce data dimensionality, eliminate redundant features, and improve 

model performance by organizing data effectively and decreasing processing time. The reduced feature 

set was obtained after feature selection using a Support Vector Machine (SVM) optimized with the 

Particle Swarm Optimization (PSO) algorithm. Initially, a large number of features were extracted using 

image processing techniques such as HSV conversion, LBP, and GLCM. Then, PSO [29] was applied to 

identify and retain only the most relevant features that contribute significantly to classification 

accuracy. PSO is used to solve different types of continuous and mixed variables. Here, PSO optimizes 

the SVM, which is a supervised classification technique. One of the prominent challenges associated 

with the SVM is the selection of feature subsets and tuning the parameters for selecting features. The 

PSO optimizes two parameters of SVM, namely weight, and kernel function. Weight defines the trade 

off between inaccurate classification and accurate classification. On the other hand, a kernel function is 

used for fine-tuning the parameters of SVM and selecting the feature subset. 

 

 

 

 
 

Fig. 6. Visual Representation of Feature Extraction Using HSV, LBP, and GLCM 

Methods. 
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D. Classification using CNN - Improved Seeding PSO 

CNN performs classification based on the extracted features automatically. CNN can learn from the 

extracted features while training the model [30]. CNN takes the image as input and applies filters to 

create a feature map and a pooling layer is applied for each feature map to reduce the dimensions of the 

input image. The feature maps are used in the construction of CNN and help to cope with more dense 

layers. CNN needs a lot of training data to properly train the model and is limited in how much it can 

be spatially invariant to the input data. In addition, the computational performance of the CNN model 

is slower since the training takes a lot of time. To overcome the drawback of the fundamental CNN, this 

research optimizes the CNN model using an improved seeding PSO algorithm [31]. The proposed hybrid 

CNN architecture consists of different layers as shown in Fig 7. The CNN-based classifier does not 

perform any optimization during its training process, which limits its classification performance during 

the testing stage. Therefore, the proposed CNN with ISPSO optimization aims to select the optimal 

features to train the model during the training process. This optimal feature selection reduces the 

classifier’s training time while improving its classification performance. The optimal features are 

selected based on the position and velocity of the swarm of particles that correlate with different features 

used for training. Every particle has its value updated with both its current global best position and its 

previous best position. The distance from the global best location (Gbest) to the previous best position 

(Pbest) is used to compute the velocity. The iteration is carried out repeatedly until the algorithm 

reaches convergence and finds the global optimum value. The mathematical model for the proposed 

work is presented in the context of Medicinal Flower Classification. 

 

1. Input Layer 

Let the input image be represented as: 

X ∈RH×W×C, 

 
Fig. 7. Proposed Hybrid CNN with IS-PSO architecture. 

 

where: 

• H: Height of the image, 

• W: Width of the image, 

• C: Number of channels (e.g., RGB has C = 3). 

 

2. Convolutional Layers 

The output of the l-th convolutional layer is defined as: 

F(l) = σ(W(l) ∗F(l−1) + b(l)), 

where: 

• F(0) = X (input image), 

• F(l): Output of the l-th layer, 

• W(l): Learnable weights of the convolutional filter in layer l, 

• b(l): Bias term, 

• ∗: Convolution operation, • σ: Activation function (e.g., ReLU). 
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3. Max-Pooling Layers 

The max-pooling operation for the l-th layer is given by: 

 P(l)(i,j,k) = max F(l)(i + m,j + n,k), 

(m,n)∈R 

where R is the pooling region (e.g., 2 × 2). 

The output of pooling replaces the feature map for the next layer: 

F(l+1) = P(l). 

 

4. Fully Connected (FC) Layer 

The flattened feature vector from the final CNN layer is passed through a fully connected layer: 

z = WFCf + bFC, 

where: 

• f: Flattened output of the last CNN layer, • WFC: Weight matrix of the fully connected layer, 

• bFC: Bias vector. 

 

5. Improved Seeding PSO (IS-PSO) 

The Improved Seeding Particle Swarm Optimization (IS-PSO) optimizes the network parameters θ. Let: 

• θt: Position of a particle at iteration t, 

• vt: Velocity of the particle at iteration t, • pt: Best position of the particle (personal best), 

• gt: Global best position. 

The update equations for IS-PSO are: vt+1 = ωvt + c1r1(pt − θt) + c2r2(gt − θt), θt+1 = θt + vt+1, 

where: 

• ω: Inertia weight, 

• c1,c2: Acceleration coefficients, 

• r1,r2 ∼U(0,1): Random values. 

The objective function to optimize is typically the classification loss. 

 

6. Softmax Layer 

The output of IS-PSO is fed into a softmax layer for classification: 

, 

where: 

• yˆi: Predicted probability for class i, 

• K: Total number of classes, • zi: Input to the softmax layer for class i. 

7. Final Classification 

The softmax layer produces a vector of probabilities: 

yˆ = [yˆ1,yˆ2,...,yˆK], 

These probabilities satisfy: 

, 

ensuring the output is a valid probability distribution. 

The final predicted class is determined by selecting the class with the highest probability: 

Class = argmaxyˆi, 

i 

where: 

• argmaxi returns the index i of the maximum value in the vector yˆ, 

• The index i corresponds to the predicted class label. 
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STEPS FOR MEDICINAL FLOWER CLASSIFICATION USING CNN WITH IS-PSO 

1) Input Dataset: Load the dataset containing images of medicinal flowers. The dataset is typically split 

into training, validation, and testing subsets. Each image should be pre-processed (e.g., resized, 

normalized) to ensure compatibility with the CNN model. 

2) Generate Particle Population: Initialize the particle population for the IS-PSO algorithm. Each 

particle represents a candidate solution, such as a set of CNN hyperparameters or weights. The 

population is defined by: 

• Initial positions θ0 for each particle. 

• Initial velocities v0 for each particle. 

• A random initialization of global best (Gbest) and personal best (Pbest) values. 

3) Set Up CNN Model: Define the architecture of the CNN model, including: 

• Convolutional layers for feature extraction. 

• Max-pooling layers to reduce dimensionality. 

• Fully connected (FC) layers for classification. 

• A softmax layer to output probabilities for each class. 

The CNN is initialized with random weights. 

4) Training and Validation: Train the CNN model on the training dataset. The training process involves: 

• Forward propagation to calculate predictions. 

• Backpropagation to adjust weights using gradient descent. 

• Validation on a separate dataset to evaluate model performance and prevent overfitting. 

5) Evaluate Objective Function: Compute the objective function to assess the model’s performance. The 

objective function could be: 

• Cross-entropy loss for classification problems: 

, 

 

where yij is the true label and yˆij is the predicted probability for class j. 

• Accuracy or another performance metric. 

6) Update PSO Parameters: Use the IS-PSO algorithm to optimize the CNN model’s hyperparameters 

or weights. For each particle: 

• Update the velocity: 

vt+1 = ωvt+c1r1(Pbest,t−θt)+c2r2(Gbest,t−θt), where: 

– ω: Inertia weight to balance exploration and exploitation. 

– c1,c2: Acceleration coefficients for personal and global best contributions. 

– r1,r2: Random numbers uniformly distributed in [0,1]. 

– Pbest,t: The personal best position of the particle at time t. 

– Gbest,t: The global best position of the swarm at time t. 

• Update the position: 

θt+1 = θt + vt+1, 

where θt represents the current position of the particle. 

• Evaluate the updated particle positions and update Pbest and Gbest based on the objective function. 

This step iteratively improves the CNN’s parameters to minimize the objective function. 

7) Check Stop Criteria: Evaluate whether the stopping criteria are met. Common criteria include: 

• A maximum number of iterations or epochs. 

• Convergence of the objective function (e.g., minimal change in loss or improvement). 

• Achieving a desired accuracy or performance threshold. 

If the stopping criteria are not met, return to Step 4 (Training and Validation). 
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8) Select Optimal Features: Once the stopping criteria are met, finalize the CNN model with the 

optimized parameters. The selected features and parameters represent the best-performing 

configuration for classifying medicinal flowers. 

9) Repeat (if necessary): If new data or additional requirements emerge, repeat the process from Step 

1 to further optimize the model. 

 

IV. RESULTS AND DISCUSSION 

 

The performance of the proposed flower classification system was compared with traditional models 

like CNN+LSTM [28], CNN+GRU [29], and CNN [30]. Fig.8 illustrates the class-wise performance 

measurement of the 14 flower image categories. For all classes of medicinal flowers, the CNN proposed 

with IS-PSO optimization results in higher accuracy, precision, recall, and F1 score than the traditional 

approaches. Combining LSTM and GRU [32-33] with CNN can leverage both spatial and temporal 

relationships, leading to improved accuracy. In flower classification, both long-term and short-term 

dependencies are important; by considering these dependencies, the model gains an understanding of 

the flower characteristics and more accurate classification. Flower datasets have high dimensionality 

and variability.  

 

 
 

 
  

 

Fig. 8. Class-wise Performance comparison of CNN+IS-PSO with other classifiers: 

Accuracy, Precision, Recall, F1-score. 

 

The GRU and LSTM have limited ability to handle high dimensional datasets and are not suitable for 

non-sequential data. LSTM and GRU are effective in temporal relationships between flower images, not 

spatial relationships. It is suitable for missing data and irregular time series applications. The proposed 

model reduces overfitting by selecting relevant features and improving interpretability, due to their 

recurrent nature in traditional-based CNN with LSTM and GRU suffering from overfitting. The 

optimized CNN hyperparameter makes the models generalize to new or unseen flower species. The 

optimized features selection and extraction reduce a large amount of labelled training data. 
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TABLE I PERFORMANCE COMPARISON OF CNN+IS-PSO WITH OTHER 

CLASSIFIERS. 

 

Metrics CNN 

[29] 

CNN+LSTM 

[27] 

CNN+GRU 

[28] 

Proposed 

CNN+ISPSO 

Accuracy (%) 77.31 65.27 83.59 97.64 

Precision (%) 77.31 65.27 83.59 97.64 

Recall (%) 80.21 67.59 85.70 97.72 

F1-score (%) 77.31 65.27 83.95 97.64 

 

 

Table 1 demonstrates that the performance matrices of the proposed CNN + IS-PSO model significantly 

outperform traditional classifiers, including CNN, CNN + LSTM and CNN + GRU, in terms of accuracy, 

precision, recall and F1 score. The proposed method achieves the highest accuracy of 97. 64%, precision 

of 97. 64%, recall of 97.72%, and F1-score of 97.64%, demonstrating its ability to optimize feature 

extraction and parameter tuning effectively. In comparison, CNN + LSTM achieves the lowest 

performance, with an Accuracy of 65.27%, while CNN and CNN+GRU show incremental improvements 

but fall short of the proposed method. The integration of IS-PSO (Improved Swarm Particle 

Optimization) enhances the CNN framework by refining feature selection and hyperparameter 

optimization, reducing overfitting, and improving generalization. Unlike LSTM and GRU, which focus 

on sequence modeling, IS-PSO ensures a more efficient and precise learning process, leading to a 

balanced trade-off between computational efficiency and model performance. This makes CNN+IS-PSO 

an ideal choice for complex tasks like medicinal flower classification.  

 

 
(a) 

 
(b) 

 

 
(c) 

 
(d)  

 

 

Fig. 9. Confusion matrices for medicinal flower classification were obtained using 

proposed CNN+IS-PSO, CNN+GRU, CNN+LSTM, and CNN. 
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Fig. 9 shows the performance of different deep learning models for classifying medicinal flowers using 

confusion matrices and training graphs. The proposed CNN model with ISPSO (a) achieves the highest 

accuracy with very few misclassifications, showing strong and stable learning. The CNN+GRU model 

(b) also performs well, but with slightly more classification errors. CNN+LSTM (c) shows signs of 

overfitting, as seen in its lower validation accuracy and higher loss. The baseline CNN (d) performs the 

weakest, with noticeable misclassifications and limited accuracy. Overall, the proposed CNN with 

ISPSO clearly outperforms the other models in both accuracy and reliability. The proposed CNN+IS-

PSO method excels because it integrates Improved Swarm Particle Optimization (IS-PSO), which 

enhances feature selection and hyperparameter tuning. This leads to higher accuracy, as evident from 

the sharp diagonal dominance, and lower misclassifications, with minimal off-diagonal elements. By 

combining CNN’s feature extraction capabilities with IS-PSO’s optimization, the proposed method 

reduces overfitting, improves generalization, and ensures more robust and precise classification 

performance. This makes the CNN+IS-PSO approach the most effective for medicinal flower 

classification tasks. Both training and validation accuracies steadily increase and plateau around 0.95–

0.98, which indicates that the models learned well. The gap between training and validation accuracy 

is minimal, suggesting low overfitting. Training and validation loss both decrease sharply and stabilize. 

The loss curves show good convergence, which indicates that the training process was efficient and 

stable. 

 

V. CONCLUSION 

 

The proposed CNN-IS-PSO system efficiently identifies medicinal flowers using advanced feature 

selection and optimization. FANLM denoises images, CLAHE enhances them, and Detectron2 segments 

flower regions while preserving boundaries. Key features (HSV, GLCM, LBP) are extracted and 

optimized using SVM-PSO, with the dominant features trained using CNN-IS-PSO. The system achieves 

high performance with accuracy 97.64%, a precision 97.64%, recall 97.72%, and F1 score 97.64%, 

surpassing other classifiers. Feature selection is controlled by a parameter with optimal results. The 

selection parameter α is set to 0.8, balancing efficiency and precision. This makes the system suitable 

for real-time classification in complex backgrounds, showcasing its potential for practical applications. 
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