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Network on Chip (NoC) provides the technology for forming interconnect pattern to perform a 

task. NoC suffers from high power consumption and low reliability to perform computation. 

Prediction of network congestion helps to effectively handle the network parameters and 

increases the network performance. Existing reinforcement learning and decision tree methods 

have the limitation of overfitting problem and unstable performance. In this research, Whale 

Firefly Optimization (WFO) of hybrid optimization method with Deep Neural Network (DNN) is 

proposed to improve the reliability and reduces the power consumption in NoC. The WFO-DNN 

method tends to provides the optimized reward value based on the latency, power and traffic 

congestion. Traffic congestion is measured from the simulated network and applied for the WFO-

DNN method to provide optimal reward update. The hybrid optimization method is applied for 

parameter settings for the NoC to maintain the trade-off for latency, power and reliability. The 

hybrid method of WFO have advantages of good convergence and improve the exploration of the 

method. The DNN model provides the efficient performance in the prediction of faults in the 

network to improve the reliability. The DNN model is tested with various number of hidden layer 

to find the suitable number of layer. The proposed WFO-DNN model has 1.34 improve of speed, 

1.94 energy efficiency and existing reinforcement method has 1.24 improvement of speed, and 

1.77 energy efficiency. 

Keywords: Deep Neural Network, Energy Efficiency, Fault tolerance method, Network on Chip, 

and Whale Firefly Optimization. 

 

INTRODUCTION 

Network on Chip (NoC) is developing technology that form interconnect patterns of multiprocessor state. A variety 

of multiprocessor requirement is adapted in NoC technology and existing NoC technology doesn’t support user 

applications. Several problems are present in power consumption and traffic congestion related to low efficiency of 

network due to complex routing connections [1]. Wireless NoC design consists of two important aspects such as 

power consumption and traffic congestion. This is preferred to avoid the topologies that results in die stacking [2]. 

The Wireless NoC is introduced to handle chip design characteristics such as energy efficiency, performance and 

flexibility. Some of the researches involves in apply graphical approach to effectively map the multi-core in Network. 

Different vertices are mapped to different cores in an NoC and if more than one vertex is assigned to a single core, 

then on priority basis vertices are scheduled [3]. Fault prediction is challenging task in mixed critical requirement 

for host on fault prone environment. The problem complexity is further increased in dynamic scenarios for real time 

applications to enter or leave multicore platform at any time instant [4]. The input buffer length of traditional static 
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router is fixed and each port is allocated with buffer resources that are independent and unique. The traditional static 

router has bad performance due application-oriented network has lower buffer utilization [5]. 

The design expansion of NoC is modified to provide energy efficient NoC based on various models. Major requirement 

is to have continuous monitoring of engineering process and policies to apply machine learning for energy efficient 

NoCs [6]. Distributed intelligent scheduling using reinforcement learning enhances performance in real-time and 

enables dynamic event management, including cloud computing, scheduling, and traffic congestion interconnection 

[7, 8]. Permanent faults are easily predictable and need to dealt at time of manufacturing using redundancy/spares. 

Transient faults affect the performance of application that are difficult to predict. Handling transient faults is a 

daunting task in real-time systems, particularly for programs running under rigid timing constraints [9, 10]. The 

objectives of the model are discussed as below 

1. This research involves in develop Intelligent and adaptive Wireless NoC framework to predict the congestion in 

the network and adaptively transmit the data. This helps to improves the network performance and decreases 

in latency. 

2. The proposed method is involving in reduces the power consumption for multi-core NoC based on the 

prediction process. The proposed method prediction helps to improve the network throughput based on 

congestion control. 

This paper is organized as review of recent methods to improve NoC reliability is given in section 2, the explanation 

of WFO-DNN model is given in section 3, the results and discussion is given in section 4 and conclusion is in section 

5.  

LITERATURE REVIEW 

Network On Chips (NOC) provides standard connection for multiple cores, memory modules and other hardware 

components. Various researches have been going on NOC and machine learning to improve performance and 

reliability with lower power usage of the process. 

Wang and Louri [11] used a deep reinforcement learning approach named CURE to optimize network efficiency while 

minimizing latency and errors. Reversible Multi-function Adaptive Channels (RMC) were used to reduce network 

power consumption and latency. Fault-secure adaptive error correction was included in each router to enhance model 

reliability. Moreover, a bypass design and router power gating strategy were used to increase the chip lifespan and 

decrease power consumption. Reinforcement learning was used to improve performance, fault tolerance, and energy 

efficiency. The CURE approach effectively minimized end-to-end delay and enhanced energy efficiency. Nevertheless, 

reinforcement learning also raised the danger of overfitting, adversely affecting model performance. 

Chen and Louri [12] proposed a quality control and data approximation system that is aimed at minimizing packet 

size, hence network latency and power usage. An error tolerance system was proposed to further minimize power 

usage and latency. The quality control technique detects error-resilient variables while in transit and computes errors 

based on quality. A light-weight lossy compression algorithm is used to minimize the packet size for the error-resilient 

variables. Analysis shows that the suggested technique performs better than other techniques. Though it reduces 

latency efficiently, it also raises packet loss in the network 

Zheng and Louri, [13] combined Dynamic Voltage and Frequency Scaling (DVFS) and power gating to improve the 

performance and NoC power saving. The Agile-designed solution uses a reinforcement-based control policy and 

design architecture to avoid adverse network effects. A bypass mechanism that is straightforward guarantees network 

connectivity with powered-off routers. The pipeline stages are bypassed, allowing network latency to be effectively 

minimized with an optimized pipeline. A reversible link channel buffer adapts throughput dynamically. An ANN-

based model of reinforcement learning is used to forecast NoC traffic, facilitating optimal power gating and runtime 

configuration adjustments. But the ANN-based model suffers from overfitting and imbalance of data within the 

network. 

Vashist, et al. [14] applied machine learning method to secure against Eavesdropping and Denial of Services attack 

on Network on chip. The developed model protects against both internal and external attacks on NoC. Machine 
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learning based error correction method is applied for burst error detection and correction. The lightweight data 

scrambling attack and low-latency method is applied to secure for the DoS attack on NoC. The developed method has 

effective performance on the attack detection and prevention on NoC. The model is characterized by excessive power 

consumption, and the decision tree model also shows inconsistent behavior in the system. 

Lee and Han [15] designed a Q-learning-based adaptive routing protocol for NoC, taking traffic and thermal into 

account. The approach provides deadlock-free routing based on topology knowledge and Runtime Thermal 

Management (RTM) for better throughput and traffic balance. The Q-learning method is plagued by overfitting and 

imbalanced data during classification. 

Choi et al. [16] employed CNN models in energy-aware wireless NoC in heterogeneous many-core architectures such 

as CPU-GPU architecture and on-chip communication. They employed two deep CNN models, CDBNet and LeNet, 

with enhanced performance over optimized wireless mesh NoC. But the methodology suffers from the disadvantage 

of limited performance caused by overfitting. 

Farahnakian, et al. [17] applied adaptive routing method Q-routing method for learning method in distributed traffic 

in wireless NoC network. The learning method selects the minimum latency path based on local and global traffic 

networks. The clustering method is applied to reduce the area overhead due to area consumption is important 

problem in Q-routing algorithm. The traffic condition is observed in the developed method to improve the 

performance of model. The power consumption and latency of the developed model is high for wireless NoC.  

The suggested method for controlling traffic congestion made use of a machine learning-based system. Without 

explicit programming, machine learning allows computers to learn and grow on their own [21], which helps to 

alleviate congestion in the current communication network. The algorithm regularly recalculated the shortest route 

based on multiple parameters to prevent users from being stranded in traffic. Traffic congestion assessment has 

changed dramatically with the advent of big data, sophisticated sensors, vehicle tracking data, and the broad use of 

machine learning technology. Congestion prediction is made easier by machine learning, and the suggested study 

examined estimates of traffic congestion in real time. 

The results reviewed previous research that used machine learning models and a variety of artificial intelligence 

techniques to create the best possible solutions for communication network traffic congestion [22]. The study also 

looked at ML-based strategies for congestion management. Conventional Transmission Control Protocol (TCP) might 

not work well when full utilisation of bottleneck bandwidth is required without appreciably raising end-to-end delay. 

The suggested solution included more recent TCP variations, such CUBIC. Instead of depending just on newer 

versions of TCP, there is now increased interest in using machine learning to rethink congestion management 

protocols. By combining and analysing a large number of current studies, the suggested approach uses machine 

learning to reconsider congestion reduction tactics and provide guidance for future study in the area [23]. 

A decentralized method was created for multi-hop networks to improve congestion control [24], taking into account 

various quality-of-service demands for various data flows. Gradient boosting with decision trees, an ML-inspired 

technique, was used to forecast the arrival times of data packets. Accurate forecasting was made possible by the 

evaluation of network load circumstances based on buffer occupancy and channel utilization at network nodes. To 

guarantee informed decision-making, a dissemination process was created to distribute these parameters among all 

nodes. On the basis of anticipated network demands, a transmission prioritization technique was also put into place. 

The system's efficacy was validated by simulations, which showed gains in traffic differentiation, network transit 

time, and packet delivery ratio. 

Problem Definition: Wireless router is a key component of wireless NoC that handles the large number of data 

packets in network. This tends to cause network congestion that increases the power consumption and affects the 

network performance. The proposed method involves in developing the Intelligent framework for high throughput, 

low power consumption and low latency for many core processor architectures. This involves in improves the wireless 

nodes alleviate and ensure stable performance. 

PROPOSED METHOD 
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This study proposes the WFO-DNN model to improve NoC reliability and decrease power usage. The WFO-DNN 

model has a benefit of strong convergence and also easily escaping from local optima. A network model is 

implemented to test performance and efficiency with WFO-DNN. WFO is adopted for parameter setup, while the 

DNN is used for the prediction of fault in the network. A description of the WFO-DNN model within NoC is given in 

Figure 1. 

 

Figure 1. The overview of the WFO-DNN model 

Network Model 

Reinforcement learning method uses the agents to learn the environment and optimize the behaviour [11]. Agents 

and environment are dynamically interactive at runtime to learn the system. In network model, each agent act as a 

learner and discretely interact with environment at time step sequence 𝑡 = 0,1,2,3 and so on. Agent observe current 

time step 𝑡 from extraction of attributes in system runtime like buffer utilization, temperature and traffic congestion 

etc., the proposed reinforcement learning is applied to take action and applied in next time step 𝑡0 = 𝑡 + 1. Action of 

previous step is considered at time step of 𝑡 + 1 that changes NoC attributes and provides a new state 𝑠0. New state 

provide feedback to agent and incremented time step and reward 𝑟 is received in agent from new state observation. 

The states to actions is mapped by policy 𝜋 to select an action related to environmental state for increases the 

cumulative reward. Agent receives the rewards for actions based on traffic congestion, performance and efficiency of 

entire sequence [11]. The policy is evolving by reinforcement method based on agent interaction with NoC system 

environment. 

Action-Value and Design Space Function: In network model, a vector of several NoC system features are used 

to denote state space 𝑆. These features are local operation temperature (attribute 20), RMC related metrics (attribute 

16 to 19), output-related metrics (attributes 11 to 15), and input-related metrics (attributes 1 to 10). The agent takes 

action based on monitored state at each time step. The action space 𝐴 = {𝑎0, 𝑎1, 𝑎2, … , 𝑎9} contains ten operation 

modes from which routers selects the features. 
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The agent aims to optimize long-term return to represented discounted sum of future rewards. The time step 𝑡 return 

is given in equation (1). 

ℝ𝑡 = 𝑟𝑡+1 + 𝛾𝑟𝑡+2 + 𝛾2𝑟𝑡+3          (1) 

The discount rate is defined as variable 𝛾 (where 0 ≤  𝛾 ≤ 1) that determines the future rewards impact to determine 

on the total return: as 𝛾 is near to 1, the more weight is given to future rewards to make agent less near-sighted. 

The proposed method aims to improve network performance based on traffic congestion, performance and energy, 

reward function is designed for router 𝑖 at time step 𝑡 as equation (2). 

𝑟𝑖,𝑡 = − log𝛼(𝐿𝑎𝑡𝑒𝑛𝑐𝑦𝑖,𝑡) − log𝛽(𝑃𝑜𝑤𝑒𝑟𝑖,𝑡) − log𝜆(𝐶𝑜𝑛𝑔𝑒𝑠𝑡𝑖𝑜𝑛𝑖,𝑡)      (2) 

The Latency denotes the average end-to-end latency of specific router 𝑖, both static and dynamic power consumption 

is considered for power. The network traffic congestion is measured in simulation. Each individual goal importance 

is denoted as 𝛼, 𝛽, and 𝜆. In this paper, three parameters of 𝛼, 𝛽, and 𝜆 is set to 1. 

Whale optimization method 

Whale Optimization Algorithm (WOA) is a probabilistic optimization algorithm used in this study for feature 

selection [16, 17]. It utilizes a population of search agents to find the global optimum for addressing optimization 

problems. The search is initiated with an initial set of random solutions that are iteratively improved according to the 

optimization conditions. With each iteration, WOA updates candidate solutions by mimicking humpback whales' 

hunting patterns, such as their bubble-net feeding behavior. The algorithm wisely mimics humpback whales' foraging 

and encircling activities, with its most fundamental mathematical expression given in Equation (3). 

𝑋(𝑡 + 1) = {
𝑋∗(𝑡) − 𝐴𝐷 𝑝 < 0.5

𝐷′𝑒𝑏𝑙 cos(2𝜋𝑡) + 𝑋∗(𝑡) 𝑝 ≥ 0.5
        (3) 

The optimal solution is the whale, and prey and distance are represented accordingly. A logarithmic spiral form is 

characterized by a constant, and a random number within the range [0,1] is chosen, and another random number 

within the interval [-1,1]. The current iteration is denoted as, and during iterations, a linear parameter comes down 

from 2 to 0. A random vector is also selected within the range [0,1]. 

The encircling process is based on the first component's equation, and the bubble-net method is used in the second. 

A variable alternates between these two components with equal probability. 

The optimization process starts with a random set of solutions initially. In each step of optimization, search agents 

update their positions based on either a randomly chosen search agent or the best solution obtained so far. Other 

search agents update the position when |𝑋|  >  1 based on pivot point to maintain convergence and exploration. The 

pivot point plays the role in updating the position in the other situation (when |𝑋|  <  1). 

Firefly optimization 

The Firefly Algorithm is based on the collective movement of fireflies and is modeled for optimization. It is mostly 

controlled by two main factors: attractiveness and light intensity [18]. The process of optimization is described as 

follows: 

Firefly light intensity is measure in equation (4). 

𝐼 = 𝐼0 × 𝑒−𝛾𝑟𝑖𝑗            (4) 

Where initial light intensity is represented by 𝐼0, the distance between firefly 𝑖 and 𝑗 is denoted by 𝑟𝑖𝑗 , and light 

absorption coefficient is 𝛾. 

A firefly attractiveness is expressed by equation (5). 

𝛽 = 𝛽0 × 𝑒−𝛾𝑟𝑖𝑗
2

            (5) 

where, 𝛽0 is the attractiveness at 𝑟𝑖𝑗 = 0. 
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Equation (6) is the movement of firefly 𝑖 movement to firefly 𝑗 based on attraction. 

𝑥𝑖 = 𝑥𝑖 + 𝛽(𝑥𝑗 − 𝑥𝑖) + 𝛼 × (𝑟𝑎𝑛𝑑 − 1/2)         (6) 

The positions of fireflies 𝑖 and 𝑗 are indicated as 𝑥𝑖 and 𝑥𝑗.A random number that is uniformly distributed in the 

interval [0,1] is chosen, whereas the step factor is represented as 𝛼. 

Deep Neural Network 

A simple Autoencoder is a deep learning model that is used to reconstruct the input signal at the output by feeding it 

through an intermediate layer with fewer hidden nodes [19, 20]. With fewer hidden nodes, the Autoencoder learns 

abstract and deep features to enable accurate reconstruction. The input data is represented as 𝑝𝑁 reduced to 𝐹 

features in high abstraction, so original signal is reconstructed into 𝑧𝑁. 

The Autoencoder training is involves in reproducing input signals at model output and internal units provide the 

original information. The layer value is applied as new reduced features to denotes the original signal 𝑝 to ensure a 

proper reconstruction. The Autoencoder satisfies equation (7 & 8). 

𝑦 = 𝑓(𝑤𝑦𝑝 + 𝑏𝑦)           (7) 

𝑧 = 𝑓(𝑤𝑧𝑦 + 𝑏𝑧)            (8) 

Where 𝑦 𝐹  is internal variable measured from 𝑝 by the weights 𝑤𝑦, common bias 𝑏𝑦, the reconstruction signal 

𝑧 𝑁, supposed to match 𝑝 that is measured directly from output layer 𝑦 by 𝑤𝑧 and 𝑏𝑧. The activation function is 

denoted as 𝑓() that introduces the non-linearity in the network. 

The error between 𝑝 and 𝑧 is need to be reduced to determine the optimized parameters and train the Autoencoder, 

as shown in equation (9). 

arg min
𝑤𝑦,𝑤𝑧,𝑏𝑦,𝑏𝑧

[𝑒𝑟𝑟𝑜𝑟(𝑝, 𝑧)]          (9) 

Several layers are introduced in between the input and output to expand this concept as Soft Auto Encoder (SAE). 

Abstraction levels are used to obtain final features and SAE with two layers are usually 𝐹 < 𝐿. 

Unsupervised feature reduction is achieved through the use of Stacked Autoencoders (SAEs). Every pixel is converted 

into output values that match the deepest layer during training. Multiple internal coefficients are iteratively updated 

during the training phase of SAEs in order to reduce the error between the input pixel and its reconstructed form at 

the network's output. Until it drops below a predetermined level, this mistake is gradually decreased. Equation (8) 

states that little reconstruction error is the outcome of successful training, guaranteeing the extraction of significant 

internal features. 

After appropriate training, there is a high degree of similarity between the reconstructed profile and the original 

spectral data, indicating that the SAE network successfully reconstructs the input pixel with less internal layer nodes. 

This indicates that the reduced features F are appropriate for feature extraction since they capture crucial information 

through high-level abstraction. 

EXPERIMENTAL RESULTS 

Network on chip requires the method for effective fault tolerance and energy consumption to improve the 

performance. This study proposes WFO-DNN model to improve the reliability and reduces the power consumption 

in NoC. Simulation has been carried out in system consists of Intel i9 processor, 128 GB of RAM, 22 GB GPU and 

Windows 10 OS. The proposed method is evaluated with latency, energy efficiency, and accuracy. 
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Figure 2. The proposed WFO-DNN model latency and energy delay product (Normalized) 

The proposed WFO-DNN model latency and energy delay product is measured for various time steps (cycle), as 

shown in Figure 2. The time steps of 0.2 k to 10 k is varied to test the performance of the proposed WFO-DNN model. 

The proposed WFO-DNN model has advantage of maintain the efficiency, reliability and power consumption. The 

energy delay product is low for various time steps and latency is considerable in the network. The proposed WFO-

DNN model has 0.56 latency and 0.38 energy delay product in 1k time steps. 

 

Figure 3. Accuracy of the model for various hidden layer 

The DNN model performance is evaluated for various hidden layer with accuracy, as shown in Figure 3. The increases 

in the hidden layer increases the feature generation and analysis the data. The hidden layer is varied for 10 to 40 layer 

to test the performance of DNN model in fault prediction. The DNN model has higher accuracy in 30 hidden layer 

for fault prediction on NoC.  

Table 1: Speed up execution time of proposed WFO-DNN model 

Methods Speed up of execution time 

CURE [11] 1.27 

Error tolerance framework [12] 1.06 

Agile [13] 1.12 

Decision tree [14] 1.02 
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Methods Speed up of execution time 

Reinforcement Learning [15] 1.24 

WFO - DNN 1.34 

 

Figure 4. Proposed WFO-DNN model in speed up execution (Normalized) 

The proposed WFO-DNN model is tested for fault tolerance in speed up execution and compared with existing 

methods, as shown in Figure 4 and Table 1. The proposed WFO-DNN model has higher performance in speed up 

execution compared to existing methods. The proposed WFO-DNN model has the good convergence and provides 

efficient classification in fault prediction. The decision tree model has the instable performance and reinforcement 

learning method suffers from low performance. The reinforcement learning method has overfitting problem in CURE 

that affects the performance of the model. The ANN model suffer from the imbalance data problem in agile method. 

Table 2: Average end to end delay of proposed WFO-DNN model 

Methods Average end to end latency (ms) 

CURE [11] 194 

Error tolerance framework [12] 246 

Agile [13] 233 

Decision tree [14] 251 

Reinforcement Learning [15] 204 

WFO - DNN 176 
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Figure 5. Average end to end delay in NoC 

The proposed WFO-DNN model average end to end delay is measured and compared with existing methods, as shown 

in Figure 5 and Table 2. The proposed WFO-DNN model has lower average end to end delay than existing methods. 

The proposed WFO-DNN model has advantage of high convergence and higher performance classification in DNN 

model. The CURE method has limitation of overfitting problem in reinforcement learning. The decision tree method 

has instable performance in the fault tolerance. 

Table 3: Energy efficiency of proposed WFO-DNN model 

Methods Energy efficiency 

CURE [11] 1.84 

Error tolerance framework [12] 1.72 

Agile [13] 1.63 

Decision tree [14] 1.24 

Reinforcement Learning [15] 1.77 

WFO - DNN 1.94 
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Figure 6. Energy efficiency in network model (Normalized) 

CONCLUSION 

Existing fault tolerance methods in NoC involves in applying the machine learning based models to improve the 

reliability. Reinforcement learning and decision tree models in fault tolerance have the limitations of overfitting 

problem and instable performance. In this research, WFO-DNN model is proposed to improve the reliability and 

reduces the power consumption of network. The WFO-DNN model have advantages of good convergence and easily 

escape from local optima. The DNN model provides the high accuracy in the prediction of faults in the network. The 

DNN model is tested with various number of hidden layer to find suitable number of hidden layer. The DNN model 

has higher performance for 30 number of hidden layers. The proposed WFO-DNN model has higher speed up 

execution, lower latency, and lower energy consumption in the network. The proposed WFO-DNN model have 

average end to end delay of 176 ms, 1.94 energy efficiency and existing reinforcement learning method has latency of 

204 ms, and 1.77 energy efficiency. The future direction of this method involves in applying the deep feature learning 

method to improve the performance. 
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