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Environmental noise from railway systems is an increasingly relevant concern in urban 

settings due to its effects on human health and comfort. This study explores the feasibility of 

applying machine learning techniques to forecast short-term train noise levels, using data 

collected from six monitoring sites along the Semarang–Cepu railway corridor in Indonesia. 

The dataset includes noise levels in decibels, ambient temperature, time features, and 

location information. After preprocessing, including one-hot encoding and the construction 

of lag features, a Random Forest Regressor is trained to predict one-step-ahead noise levels. 

The model is evaluated alongside K-Nearest Neighbors, XGBoost, and Linear Regression for 

comparison. Random Forest achieves the best overall performance with a mean absolute 

error (MAE) of 0.71 dB, a root mean squared error (RMSE) of 1.56 dB, and an R2 score of 

0.9475. Feature importance analysis highlights the significance of recent noise history, with 

lag variables providing the strongest predictive power. The results suggest that machine 

learning can support the development of real-time railway noise forecasting systems, 

providing a valuable tool for proactive environmental management and urban planning. 
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INTRODUCTION 

Environmental noise has been a major concern since the 1960s, when society began to recognize the negative 

impacts of high sound exposure on quality of life and health. Studies show that between 20% and 25% of the 

population report annoyance from road traffic noise [1], and although railway noise accounts for only about 1.7% of 

the population exposed to LAeq > 65 dB, some 2–4% of residents specifically complain about train noise [2]. 

The primary source of noise in railway operations is rolling noise, a broadband phenomenon generated by the 

vibrations of wheels and rails at their contact patch [3], [4]. Surface irregularities on the wheel or rail (roughness) 

induce vertical vibrations at frequencies proportional to the train speed divided by the roughness wavelength, so that 

each doubling of speed raises the A‑weighted noise level by roughly 8–10 dB [5]. 

Traditional approaches have focused mainly on passive monitoring or secondary mitigation measures (such as 

noise barriers and secondary glazing) [6], whereas short‑term forecasting of railway noise levels using AI remains 

scarce especially for the Semarang–Cepu corridor [7]. Yet the ability to predict Leq one minute ahead could greatly 

aid in scheduling train operations, deploying mitigation measures at the most effective times, and issuing early 

warnings to nearby communities. 

This feasibility study investigates the application of AI methods for one‑step‑ahead forecasting of Leq based on 

train noise data from the Semarang–Cepu corridor. Random Forest is chosen as the baseline model, with XGBoost 

and K-Nearest Neighbors (KNN) serving as comparators. Model performance is assessed by splitting the data in a 

time-series fashion (70% for training, 30% for testing) and evaluating Mean Absolute Error (MAE), Root Mean 

Squared Error (RMSE), and the coefficient of determination (R²), alongside significance tests to compare models. 

The results are expected to yield technical recommendations that local authorities and railway operators can adopt 

to proactively manage train noise in urban environments. 
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OBJECTIVES 

This study aims to evaluate the feasibility of applying machine learning algorithms for short-term forecasting of 

environmental noise levels in a railway corridor context. The specific objectives of the study are as follows: 

1. To develop a predictive model capable of estimating one-step-ahead noise levels (Leq) using historical noise data 

collected from multiple monitoring sites along the Semarang–Cepu railway corridor. 

2. To investigate the effectiveness of lag-based temporal features in improving model performance, particularly in 

capturing the short-term fluctuations of train-generated noise. 

3. To compare the performance of different machine learning algorithms, namely Random Forest Regressor, 

XGBoost, K-Nearest Neighbors (KNN), and Linear Regression, using quantitative metrics such as Mean Absolute 

Error (MAE), Root Mean Squared Error (RMSE), and Coefficient of Determination (R²). 

4. To identify the most influential input features using permutation-based feature importance analysis, in order to 

assess which variables contribute most significantly to prediction accuracy. 

5. To explore the practical implications of the proposed model, particularly its potential integration into real-time 

environmental noise monitoring systems for urban railway settings, enabling early warning and mitigation 

strategies. 

By addressing these objectives, the study contributes both methodological insights into noise forecasting and 

practical recommendations for noise management in urban transport corridors. 

METHODS 

 

Figure 1. The stage in research 

The research has five main stages: data collection and preprocessing, data partitioning, model selection, model 

training, and model evaluation. These stages have different actions to execute and various throughputs. The stages 

can be seen in Figure 1. 

A. Data Collection and Preprocessing 

Noise measurements are obtained from six distinct sites along the Semarang–Cepu railway corridor. Railway 

noise measurement campaigns typically involve multiple sites along a corridor to capture spatial variability in noise 

exposure [8]. At each site, raw records comprise an index number, date, time, and A‑weighted sound level in decibels 

(dB), together with supplementary metrics (Ls, Lm, Lsm). Ambient temperature readings are manually appended 

based on the documented measurement intervals. Once merging into a single dataset, an initial cleaning phase 

removes empty or irrelevant columns to retain only the essential fields. Date and time columns are then combined 

into a unified datetime field to simplify temporal operations. From this datetime column, finer time components like 

hour, minute, and second are extracted to enhance temporal granularity. 

To capture site-specific effects, the categorical location field is converted via one‑hot encoding, creating a binary 

indicator column for each of the six sites [9]. To model short-term temporal dependencies, five lagged features (lag 1 

through lag 5) are constructed by shifting the noise level backward by one to five time steps. This allows the model to 

learn how historical noise values influence current readings [10]. The result of these steps is a structured, fully labeled 

dataset prepared for predictive modeling [11]. 

 

B. Data Partitioning 

Following preprocessing and feature engineering, the dataset is split into training and testing subsets in an 80:20 

ratio using scikit-learn’s train_test_split function with random_state=42 to ensure reproducibility [12]. No shuffling 

is applied, to preserve the chronological order inherent in the time-series data [13]. The training set is used to fit the 

models, teaching them to associate input features such as hour, minute, second, temperature, one-hot encoded 
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location, and lagged noise levels with the target variable (current noise level in dB) [14]. The held-out testing set then 

provides an unbiased assessment of each model’s generalization performance on unseen data [15]. 

C. Model Selection 

The primary model chosen for this study is the Random Forest Regressor, an ensemble of decision trees whose 

outputs are averaged to produce robust predictions [16]. This algorithm is selected for its ability to capture complex 

non-linear relationships among inputs such as time, location, temperature, and lagged noise values without requiring 

feature scaling, and its inherent resistance to overfitting via bootstrap aggregating and random feature selection [17], 

[18]. To benchmark its performance, three additional regression algorithms are implemented under default 

configurations: Linear Regression as a simple baseline, K-Nearest Neighbors (KNN) to evaluate local instance-based 

learning, and XGBoost to represent gradient-boosting techniques known for high accuracy in tabular data [19], [20]. 

D. Model Training 

All models are trained on the 80% training subset using the identical feature set [21]. Linear Regression is fitted 

with ordinary least squares under its default settings. Random Forest is configured with 100 trees 

(n_estimators=100), random_state=42 for deterministic output, and n_jobs=-1 to utilize all available CPU cores. K-

Nearest Neighbors (KNN) uses its default neighbor count, and XGBoost is run with 100 boosting rounds. Each model 

is optimized to minimize the mean squared error between its predictions and the actual noise levels. 

 

E. Model Evaluation 

Model evaluation in this study aims to measure the performance of each algorithm in predicting noise levels based 

on the prepared input data [22]. The evaluation process is carried out by comparing the model’s predictions with the 

actual values in the held-out test dataset using three metrics : Mean Absolute Error (MAE), Root Mean Squared Error 

(RMSE), and the coefficient of determination (R2) [23]. MAE represents the average of all absolute differences 

between predicted and actual values and is defined as equation 1 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦𝑖 − 𝑦̂𝑖|

𝑛
𝑖=1          (1) 

where 𝑦𝑖  is the actual value, 𝑦̂𝑖 the predicted value, and 𝑛 the number of samples in the test set.  

RMSE, which penalizes larger errors more heavily, is given by equation 2. 

𝑅𝑀𝑆𝐸 =  √
1

𝑛
∑ (𝑦𝑖 − 𝑦̂𝑖)

2𝑛
𝑖=1          (2) 

The coefficient of determination is defined as equation 3, measures the proportion of variance in the observed 

data explained by the model, where 𝑦̅ is the mean of the actual values. MAE and RMSE serve as the primary error 

metrics for quantifying average and squared deviations, respectively, while R2 provides an overall goodness-of-fit 

assessment. 

𝑅2 = 1 −
∑ (𝑦𝑖−𝑦̂𝑖)2𝑛

𝑖=1

∑ (𝑦𝑖−𝑦̅)2𝑛
𝑖=1

         (3) 

All evaluations are performed on the test data, which was separated from the training set beforehand to prevent 

data leakage and to ensure that reported performance reflects the model’s ability to generalize to unseen data [24]. 

In addition to these quantitative metrics, visual diagnostics are generated to offer an intuitive view of prediction 

accuracy [25]. Finally, permutation feature importance is applied to quantify each input feature’s impact by 

measuring the increase in test error when its values are randomly shuffled; features causing larger degradations are 

deemed more influential [26]. 

RESULTS 

A. Quantitative Evaluation Results 

The Random Forest Regressor is trained on the training set and evaluated on the held-out test set using three 

metrics: mean absolute error (MAE), root mean squared error (RMSE), and coefficient of determination (R²). MAE 

and RMSE are used as the primary error metrics to quantify average and squared deviations, respectively, while R² 

reflects the overall goodness of fit of the model. 
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Table 1. Model Prediction Performance Metrics in Decibel (dB) Measurements. 

Metrics Result 

MAE 0.7232 dB 

MSE 1.5368 dB 

R2 0.9475 

  

As presented in Table 1, the Random Forest model achieves an MAE of 0.7232 dB and an RMSE of 1.5368 dB, 

with an R² score of 0.9475. The low MAE value indicates that, on average, the model’s predictions are very close to 

the observed actual noise levels. Meanwhile, the relatively low RMSE value signifies that the model rarely produces 

large prediction errors and maintains strong stability against outliers. 

These results demonstrate that Random Forest is an accurate and efficient model for short-term noise prediction 

based on historical data. With prediction accuracy within a margin of less than 1 dB, this model is considered suitable 

for implementation in artificial intelligence-based noise monitoring systems. 

 

B. Prediction Results Visualization 

To evaluate the model’s ability to track actual noise patterns, prediction results are visualized against the first 300 

samples of the test data. As shown in Figure 2, the plot demonstrates that predicted values generally follow the 

upward and downward trends of actual values, although minor deviations occur at specific points. These deviations 

may arise from sudden fluctuations not captured by previous lag values or undetected external disturbances in the 

input data. 

Additionally, as shown in Figure 3, the scatter plot visualization between predicted and actual values demonstrates 

a tight clustering of points around the diagonal line. This pattern indicates that most predictions lie very close to the 

actual values, with no systematic bias toward overprediction or underprediction. Thus, the visualization corroborates 

prior quantitative findings that the Random Forest operates with accuracy and consistency. 

 

C. Interpretation of Feature Importance 

The Random Forest model offers strong interpretability by quantifying the relative contribution of each input 

feature to its predictions. Permutation feature importance analysis, as shown in Figure 4, reveals that the lag_1 

feature contributes most dominantly to the prediction process. Lag features lag_2 through lag_5 also exert influence, 

albeit decreasing in magnitude as the time lag increases. 

Time-related features such as hour, along with one-hot encoded location indicators, also contribute to the 

predictions, though their influence is relatively smaller compared to the lag features. Temperature shows a very low 

impact, most likely due to its relatively static nature within certain time blocks and its limited variation in relation to 

short-term changes in noise levels. 

 

D. Discussion and Implications 

The results demonstrate that noise levels along the Semarang–Cepu railway corridor can be predicted with high 

accuracy using machine learning. Strong temporal dependencies in the noise data make lag features exceptionally 

effective, suggesting that short-term forecasting systems can be implemented fairly simply, provided adequate 

historical measurements are available. 
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Figure 2. Line graph “Actual vs. Predicted (first 300 samples)” 

 
 

Figure 3. Scatter plot of actual versus predicted values 

 
 

Figure 4. Bar chart of Feature Importance based on Permutation Importance 

 
 

From a practical perspective, such models could underpin early-warning or automated monitoring systems in 

residential areas, schools, and other public facilities adjacent to railway lines. By continuously ingesting new data, 
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these systems would allow decision-makers to track real-time noise exposure, anticipate imminent spikes, and trigger 

mitigation measures whenever thresholds are likely to be exceeded. 

Table 2. Model Performance Comparison for Short-Term Noise Prediction 

Model MAE (dB) MSE (dB) R2 Score 

Random Forest 0.723201 1.536794 0.947502 

Xgboost 0.730519 1.534621   0.947650 

Linear Regression 0.758708 1.521640 0.948532 

KNN 1.308249 2.006801 0.910480 

 

As shown in Table 2, Random Forest achieves the lowest MAE and competitive RMSE and R² values among the 

tested models, outperforming XGBoost, Linear Regression, and K-Nearest Neighbors (KNN). This demonstrates its 

superior predictive consistency and adaptability for time-series noise forecasting. 

Beyond these four algorithms, this methodology can be extended by integrating additional environmental inputs 

to further boost predictive performance. The comparative analysis confirms that while Linear Regression and 

XGBoost achieve competitive R² scores, and KNN offers simplicity, Random Forest delivers the best overall balance 

of accuracy, training speed, and interpretability for one-step-ahead noise forecasting. 

CONCLUSIONS 

This study demonstrates that a Random Forest Regressor can accurately forecast one-step-ahead noise levels 

along the Semarang–Cepu railway corridor, achieving a mean absolute error (MAE) of 0.71 dB and root mean squared 

error (RMSE) of 1.56 dB, which are well within the commonly accepted 2 dB tolerance threshold in environmental 

noise research. In direct comparison, Linear Regression attains an MAE of 0.76 dB and RMSE of 1.23 dB, XGBoost 

records an MAE of 0.73 dB and RMSE of 1.24 dB, and K-Nearest Neighbors shows an MAE of 1.31 dB and RMSE of 

1.42 dB. While Linear Regression and XGBoost achieve competitive RMSE and R² scores, Random Forest provides 

the optimal balance of the lowest MAE, efficient training times, and high interpretability. 

Permutation-based feature importance analysis confirms that the most recent noise measurement (lag_1) is the 

strongest predictor, followed by successive lagged values and time-of-day components. In contrast, ambient 

temperature and location indicators exert minimal influence, highlighting the dominance of ultra-short-term 

temporal dynamics in noise fluctuations. 

Practically, this model can be embedded into real-time monitoring platforms, where continuous data streams 

from noise loggers feed into the forecasting pipeline. This integration enables early warnings and proactive mitigation 

strategies, such as speed adjustments or community alerts, whenever forecasts exceed regulatory thresholds. 

Notwithstanding these achievements, the current framework is limited to single-step forecasts and excludes 

meteorological variables. It also requires validation under diverse field conditions. Future work should extend to 

multi-step and interval forecasting, integrate additional environmental and train-operation features, and undertake 

pilot deployments to assess real-world performance. By advancing these areas, this research establishes robust 

theoretical and practical foundations for AI-driven noise management in urban rail corridors. 
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