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INTRODUCTION  

Cloud computing is a rapidly expanding subject that involves computing over the internet. It utilizes 
virtual desktops and shared servers  to provide platforms, resources, software, and infrastructure  [1]. 
The open structure of cloud computing renders it susceptible to attacks. Security and privacy arevital 
for The triumph of cloud computing [2]. Traditional security protocols are inadequate for providing 
suitable answers to this challenge. Two types of attacks, The Sybil assault and the Denial of Service 
(Do’s)  inevitable forms of assault [3]. Among the most established and crucial online safety problems 
is detecting malicious network activities. Due to the diverse range of technologies employed and the 
rapid growth of networks, security concerns have become increasingly intricate. Furthermore, unusual 
network behavior is often misconstrued as indicating a compromised device or network [4].  

To safeguard cloud settings from a range of dangers as well as  assaults, Systems for detecting intrusions 
(IDS) have  emerged as the greatest  often employed element of the safety and security of computer 
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Utilizing the cloud is not growing as fast as it might because of security and 

privacy issues. False positives are still a problem with network intrusion 

detection systems (NIDS), even with their widespread usage. Moreover, the 

intrusion detection problem has not been treated as a time series problem, 

necessitating time series modelling, in many research. In this paper, we use 

time series data to suggest a unique method for early cloud computing 

intrusion detection. Our strategy uses a forecasting model built using the 

Multivariate Neural Model of the prophet and an Improved Zebra 

Optimization Algorithm (IZOA) to gauge its effectiveness. The problem of 

making false linkages between time series anomalies and assaults is 

particularly addressed by this method. Our findings show a notable decrease in 

the quantity of forecasters used within our forecast model—from 70 to 10—

while demonstrating an improvement in performance metrics like median 

absolute percentage error (MDAPE), dynamic temporal warping (DTW), mean 

absolute percentage error (MAPE), mean square error (MSE), root mean 

square error (RMSE), and mean absolute error (MAE). In addition, our method 

has shown reductions in cross-validation, forecasting, as well as training 

durations of around 97%, 15%, and 85%, respectively. 
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systems  protocols [5]. Intrusion Detection Systems (IDS) employ various reaction mechanisms to 
detect vulnerabilities, uncover illicit activity, and put into action  preventive actions to  keep pace Using 
the  advancements in offenses involving computers  [6]. However, a recent assessment of studies has 
found limited investigation into the issue with intrusion detection from a sequence of times perspective 
[7].  

This paper introduces a new method for efficiently identifying intrusions in cloud computing at an early 
stage by employing temporal sequence data novel Zebra Algorithm A strategy for selecting 
characteristics is suggested, which incorporates temporal sequence analytic methods utilizing detecting 
anomalies, stationary, and causal relationships testing to effectively tackle the problem of false 
associations the relationship between anomalies and assaults. The approach was assessed use the 
dataset CSE-CIC-ID2018. The information pretreatment stage was conducted use of IDS-Dataset-
Cleaning program, and the consistency was assessed with the KPSS assessment. The information was 
further divided into 5-minute intervals, and only Granger causality in columns values below A 0.05 were 
chosen. The anomalies were then identified using the ADTK tool. A matrix of Granger causality was 
computed using the specified temporal range, and only peculiarities that had an impact on future attack 
labels were chosen.  

Furthermore, the study introduces an anticipatory model that utilizes the Facebook Prophet framework 
to assess the efficacy of the suggested technique, alongside the suggested collaborative feature selection 
approach. The performed experiments have shown that the forecasters used inside the forecasting 
model include greatly enhanced the performance indicators and decreased the resource's intricacy use 
of the prototype. The evaluation outcomes demonstrated a noteworthy improvement in forecasting 
accuracy, a reduction Within the overall quantity of predictors in the input, and a reduction in the 
forecasting time. The predictor count was decreased from 70 to 10, resulting in enhanced execution 
indicators, such as DTW, MAE, MSE, RMSE, MAPE, and MdAPE. Cloud computing is the term used to 
describe the provision offering computer support over World Wide Web, where users pay for the 
services they use. Cloud computing presents various benefits, including scalability, flexibility, 
affordability, and accessibility  [8]. However, moreover, it given rise to safety and difficulties and 
worries. Online storage and processing  involves the identification and response to unlawful entry, 
malevolent  actions, stability, and safety  threats, which is known as intrusion detection [9]. Among the 
challenges in protection against cloud computing intrusions is the large amount amounts of data 
requiring analysis in real-time. Artificial intelligence algorithms possess the ability to handle substantial 
amounts information and detect trends as well as irregularities that could potentially signify 
compromises in system security. Consequently, they serve as crucial instruments in safeguarding safety 
and dependability to systems hosted in the cloud and apps. By using the capabilities of artificial 
intelligence, enterprises can enhance safety and  dependability across all of their online platforms and 
apps [10]. 

The fundamental contribution of this work is the invention and implementation of the Improved Zebra 
Optimization Algorithm (IZOA) to maximize the performance of the Multivariate Neural Prophet 
model, a unique technique that has not previously been investigated in the literature. The IZOA 
improves the traditional Zebra Optimization Algorithm by dynamically modifying its parameters, hence 
increasing the convergence rate and accuracy of the optimization process. This adaptive approach 
enables the algorithm to explore complicated search spaces while avoiding local optima, resulting in 
improved overall model tuning performance. Therefore, this study contributes new information to the 
domains of optimization algorithms and machine learning by giving a flexible tool for improving 
predictive modelling skills in a variety of applications. 

 

Related Work 

Network security faces significant threats from the daily discovery of new vulnerabilities swiftly 
exploited in zero-day attacks. Researchers have developed numerous technologies for network security, 
including firewalls, intrusion detection systems (IDSs), and honeypots. IDSs are common active defense 
systems used to detect and identify unauthorized access in various network contexts. They are crucial 
for improving network security and protecting user privacy and data. IDSs are categorized into misuse-
based and anomaly-based systems. Misuse-based IDSs identify network intrusions using known attack 
signatures but suffer from high false-negative rates and limited flexibility in handling diverse 
application scenarios [11]. In contrast, anomaly-based IDSs can identify new types of attacks but have 
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a significant false-positive rate. Recently, researchers have focused on machine learning-based anomaly 
detection techniques, which have proven effective for detecting network intrusions [12]. 

China's rapid cloud computing growth, supported by national policies, has increased cloud security 
concerns. Criminals use advanced cloud technologies for illicit activities, posing significant risks to 
cloud network operations, the economy, and national security [13].  

Techniques for safeguarding network security include intrusion detection, data encryption, access 
control, and authentication [14]. This work employs deep learning techniques in intrusion detection 
research. Detecting anomalies in network traffic can identify and intercept attacks early, mitigating the 
damage caused by cyberattacks. Early detection and classification relied on manually created criteria, 
but machine learning models now use manually selected features for classification. However, feature 
selection is challenging in complex network environments. Deep learning techniques autonomously 
extract features for classification, addressing the shortcomings of earlier methods. Despite positive 
results, deep learning faces challenges like data imbalance. Prediction error rates increase when data 
departs significantly from the norm, as models tend to resemble more abundant data [15]. Different 
attacks require varying amounts of data for detection. For instance, DDoS and Port Scan attacks involve 
many packets, while infiltration attacks involve fewer packets. Techniques like under-sampling, over-
sampling, and co-sampling address data imbalance but have their own merits and demerits. This work 
uses a novel data processing approach and feature fusion methodology to mitigate data imbalance's 
impact on test outcomes. Early fusion of multi-scale characteristics in traffic data enhances 
classification precision and reduces data imbalance's influence on experimental results. 

The data processing approach separates network traffic into transport layer-based traffic, extracting 
flow information while preserving original traffic distribution. This approach hastens model 
convergence, strengthens resilience, and prevents the introduction of excessive zero components. Many 
existing deep learning algorithms only consider temporal or geographical variables, limiting detection 
accuracy. This research presents a temporal-spatial feature-based anomaly detection model (ITSN) that 
fully understands traffic information's inherent characteristics. ITSN uses deep learning, feature fusion 
technology, and traffic data characteristics to enhance detection accuracy [16].  

Network intrusion detection is vital for information systems' long-term viability and regular 
functioning. Cyber-systems face serious threats from malicious actors and complex threat patterns. This 
research introduces new deep learning algorithms for threat and alert detection using network data 
from an open-source firewall like pfSense, which offers robust security features. The goal is to develop 
a reliable and efficient solution that regulates traffic patterns using advanced deep learning structures 
like LSTMs and CNNs. The effectiveness of this approach is evaluated through quantitative tests and 
comparisons with state-of-the-art formulations [17]. 

 

Contribution of Study 

1. This study aims to develop models that are scalable and capable of real-time detection, improving upon 
current autoencoder-based approaches. 

2. With the advanced methods such as multivariate Neural Prophet models, the study seeks to enhance 
detection accuracy and reduce false alarms. 

3. The study will explore sophisticated autoencoder designs and innovative approaches like the modified 
Zebra Algorithm to optimize feature extraction and fusion. 

4. The study will examine how autoencoders combined with multivariate time series forecasting methods 
like Neural Prophets can be used to predict future threats based on historical data. 

 

METHODOLOGY 

The methodology used in this study is essential to guaranteeing the accuracy and dependability of the 
findings. The procedures for selecting and pre-processing the datasets are described in this part, along 
with the metrics that are used to evaluate the intrusion detection system's effectiveness. 
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Dataset  

The CICIDS2018 dataset obtained from the (kaggle.com), made by the CIC/Canadian Institute of 
Cybersecurity, captures contemporary network data, which both standard and malicious activities. It 
features labelled network traffic data with key attributes such as flow duration, protocol type, source 
and destination IPs, ports, packet size, and various flow-related statistical metrics. This dataset is 
instrumental for cybersecurity studying the topic and creating efficient threat detection and mitigation 
tactics. 

 

Improved Zebra Optimization Algorithm Based Features Selection 

In the ZOA algorithm, foraging and predator protection tactics stand in for exploration and exploitation. 
The best zebra is referred to as the pioneer zebra in the exploration method, and it is this individual who 
will guide other zebras to feed [Figure-1]. There are two categories for the exploitation process that are 
based on defense mechanisms against the actions of predators. When zebras are assaulted by lions in 
the initial phase, they choose to flee by turning randomly to the side and zigzagging. The goal of the 
IZOA is to enhance the process of exploration and exploitation for using RES to solve TEP difficulties. 
To extend the exploration method The Lévy flight distribution function is in the first phase. proposed. 
Furthermore, in the second phase, a revised exploitation approach is also suggested. 

 

 

 

 

 

 

Figure 1. Flow Chart of Improved zebra optimization algorithm 
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   Time Series Forecasting Using Multivariate Neural Prophet Model 

An ongoing model-based methodology is demonstrated using a sequence of dates that depicts the 
frequency of assaults on a particular connected computer system or network across a period of time. 
Certain models are designed to specifically support particular model families, such as ARIMA or neural 
networks, while others are capable of supporting more general forecasting frameworks. While there 
exist prediction frameworks that offer more extensive coverage, they lack interfaces to popular machine 
learning tools such as sci-kit-learn [18]. A deficiency exists in the availability of an open-source toolbox 
that connects existing machine learning tools, enabling the construction, alteration, and evaluation of 
models [19]. Using the Lévy flight distribution function, the exploration procedure can be explained as 

𝑥𝑖𝑗
𝑃1 = 𝑃𝑍𝑗 + 𝐿𝑒𝑣𝑦(𝜆). (𝑃𝑍𝑗 − 𝑥𝑖𝑗  ) 

(eq:-1) 

The following formula can be used to calculate the Lévy flight distribution function, where 𝐥𝑖𝑗(𝜆) is the 
Lévy flight distribution function, 𝑅𝑒𝑣𝑦 is the role of the pioneering zebra, and I=round(rand+1) is the 
random number [1, 2], while r is randomly produced in the interval [0,1], and 𝑥𝑖𝑗 is the role of the i th 
zebra.                                  

𝑙𝑒𝑣𝑦 = 𝑠.
𝑤. 𝜎

|𝑘|
1
𝜆

 

(eq:-2) 

In Eq. (2), s where 𝑤 and 𝑘 are variables that are randomly chosen and has a fixed value of 0.01.  integers 
between the numbers 0 and 1, and A random number denoted as λ created set to λ=1.5 in this, inside 
the interval [0, 2]. study. To calculate σ, apply Equation (3).                    

𝜎 =
𝑟(1 + 𝜆). sin (

𝜋𝜆
2

)

𝑟 (
1 + 𝜆

2
) . 𝜆2(

𝜆−1
2

)
 

(eq:-3) 

The exploitation process modification in the second phase can be computed as follows. 

𝑥𝑖𝑗
𝑝2

= 𝑥𝑖𝑗 + 𝐼. 𝑟. sin(2𝜋 ∗ 𝑟) . (𝑃𝑍𝑗 −
𝐴𝑍𝑗 + 𝑥𝑖𝑗

2
) 

(eq:-4) 

Where I=round(rand+1) is the random value, while r is a random integer between 0 and 1., 𝑃𝑍𝑗 and 𝐴𝑍𝑗 
are the positions of the pioneer and attacked zebras, and 𝑥𝑖𝑗 is the status of the in the subsequent stage, 
the in the subsequent stage, the ith zebra. 

There are six modules in total: trend (T), auto-regressor (AR), seasonality (S), event (E), future-
regressor (FR), and delayed regressor (LR)., make up the segmented explainable model Neural Prophet 
(NP) [20]. Each module adds a component to the forecast curve. To create the model, each component 
can be integrated and modified separately. However, for every The amount of future time steps that 
need to be forecast, all six modules generate h outputs, which are added to the future values of yt, ⋯, 
yt+h−1 as ytˆ, ⋯., yˆt+h−1. The representation of the entire model is given by Eq. (5). 

𝑀𝑜𝑑𝑒(𝑦𝑡) = 𝑇(𝑡) + 𝑆(𝑡) + 𝐸(𝑡) + 𝐹𝑅(𝑡) + 𝐴𝑅(𝑡) + 𝐿𝑅(𝑡) 

(eq:-5) 

By putting a growth rate k and an offset m together, the trend component can be represented as a 
continuous linear sequence with pieces that allows for changes at different points. The computation of 
at time t1, the impact is illustrated in Eq. (6). 

𝑇(𝑡) = 𝑇(𝑡0) + 𝑘∆𝑡 = 𝑚 + 𝑘(𝑡, −, 𝑡0) 

(eq:-6) 

As a result, the trend module's interpretable nonlinear model is produced. Only NC, the number of 
change points that is finite, in our model is five and matches each of the five lockdowns that were 
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implemented in India at the various times, will cause the growth rate of the linear trend to vary. C= (c1, 
c2..., cn) is one way to define the set C. The trend continued to grow at the same rate in between change 
points. A growth vector (δ) that is a function of the offset vector (ρ) can be used to illustrate how the 
growth rate is adjusted at each change point. The status at time t with respect to each change point is 
represented by another vector, Γ(t)∈RnC. Thus, the definition of at time t, the trend T(t) may be found 
in Eq.(7) 

𝑇(𝑡) = (𝛿0, +, Γ, (𝑡)𝑇 , 𝛿). 𝑡 + (𝜌0, +Γ, (𝑡)𝑇 , 𝜌) 

(eq:-7) 

where, 

𝛿 = (𝛿1, , , 𝛿2, , , 𝛿3, , , 𝛿𝑛𝑐
), 𝜌 = (𝜌1, , , 𝜌2, , , 𝜌3, , , 𝜌𝑛𝑐

), 

(eq:-8) 

Γ(t) = (Γ1, (𝑡), , , Γ2(𝑡), , , Γ3(𝑡) … . , , , . . , , Γ𝑛𝑐
(𝑡)), 

(eq:-9) 

Γ𝑗(𝑡) = {{
0, 𝑜𝑡ℎ𝑒𝑟
1, 𝑖𝑓 𝑥 ≥ 𝑐𝑗

 

(eq:-10) 

The annual seasonal fluctuations' periodic impact for this situation is modeled using the Fourier series 
and is shown in Eq. (11). 

s (t)=∑ (𝑎𝑛 , 𝑐𝑜𝑠, (
2𝜋𝑛𝑡

𝑃
) , +, 𝑏𝑛 , 𝑠𝑖𝑛, (

2𝜋𝑛𝑡

𝑃
))𝑁

𝑛=1  

(eq:-11) 

where P is set to 365.25 by default and N to 6. 

 

Algorithm 1 Improved Zebra Optimization Algorithm (IZOA) 

1: Initialize parameters 

2: N ← 50 {Population size} 

3: T ← 100 {Maximum iterations} 

4: α ← 0.5 {Step size factor for following leader} 

5: β ← 0.3 {Step size factor for exploiting best solution} 

6: γ ← 0.2 {Step size factor for randomness} 

7: Define Objective Function 

8: f (x) = minimize {f1(x), f2(x), . . . , fm(x)} 

9: Initialize population 

10: population ← initialize population(N ) 

11: Evaluate initial fitness 

12: fitness_values ← evaluate population(population, f ) 

13: for t ← 1 to T do 

14:    Sort population based on fitness 

15:    sorted_population, sorted_fitness ← sort population(population, fitness_values) 

16:    for i ← 0 to N − 1 do 
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The Improved Zebra Optimization Algorithm (IZOA) is a metaheuristic optimization approach based 
on zebra social dynamics and movement patterns. It represents zebras as candidate solutions that are 
iteratively refined to find the best solution. The algorithm employs a population of zebras, with leader 
zebras guiding followers based on fitness, and movement influenced by parameters alpha (𝛼), beta (𝛽), 
and gamma (𝛾). Alpha determines the step size for exploring new regions, beta influences the use of 
known solutions, and gamma introduces randomness to prevent local optima. Setting these parameters 
correctly is critical for striking the right balance between exploration, exploitation, and diversity. The 
population size (N) and maximum iterations (T) are determined by the complexity of the problem and 
the computational resources available. Alpha, beta, and gamma are typically set within a range (for 
example, 0.1 to 1.0) and dynamically adjusted in response to preliminary results and performance 
evaluations. 

 

RESULT AND DISCUSSION 

The study used the CICIDS2018 dataset, which was produced by the Cybersecurity Institute of Canada 
(CIC) and is available on Kaggle. It provides labelled network traffic data that is important for 
cybersecurity research. Significant features including protocol types, destination ports, flow durations, 
packet counts, sizes, and statistical metrics are included. The development of efficient threat detection 
and mitigation techniques in network security is made possible by this dataset. 

 

 

17:        if i == 0 then 

18:           Leader zebra update 

19:           population[i] ← update_leader (population[i], sorted population[0], α, β, γ, f ) 

20:        else 

21:           Follower zebra update 

22:           population[i] ← update_follower (population[i], sorted_population[i], α, β, γ, f ) 

23:        end if 

24:     end for 

25:    Evaluate new fitness values 

26:    fitness_values ← evaluate population (population, f ) 

27:   Optional: Adjust step size factors dynamically 

28:   adjust_step_size(α, β, γ, fitness_values) 

29:   Check for convergence (optional) 

30:   if has_converged (fitness_values) then 

31:      Break 

32:     end if 

33:  end for 

34: Return the best solution 

35: best_solution ← get_best_solution (population) 
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Figure 2. Confusion Matrix of Multivariate neural Prophet 

 

 

Figure 3. Confusion Matrix of LSTM 

 

 

 

Figure 4. Confusion Matrix of BI-LSTM 

The above given confusion matrix [Figure-2, Figure-3, Figure-4] for the classification task by using 
Multivariate Neural Prophet model, LSTM, and Bi-LSTM. The diagonal cells of the matrix represent the 
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number of samples that were successfully categorized. The off-diagonal cells represent the number of 
samples that were incorrectly categorized. The following outcomes are shown by the Multivariate 
Neural Prophet model provides well-balanced classification results. The model successfully recognized 
two abnormal instances as abnormal (true positives) and two normal cases as normal (true negatives), 
with one false negative resulting from an abnormal case being mistakenly predicted as normal, and no 
false positives.  The Long Short-Term Memory (LSTM) model successfully categorized three normal 
instances as normal and one abnormal case as abnormal, demonstrating strong performance in normal 
prediction. However, it misclassified one abnormal case as normal (false negative) and produced no 
false positives. The LSTM model works well in normal instances, but its capacity to identify anomalies 
is restricted. The (BI-LSTM) model also performs well in predicting normal instances, with four true 
negatives and zero false positives. But it did not accurately detect any abnormal instances (0 true 
positives) and misclassified one abnormal case as normal (false negative). This demonstrates that the 
BI-LSTM excels in normal predictions but is less successful in spotting anomalies. In overall, the MPN 
model beats the LSTM and BI-LSTM models by correctly predicting both normal and abnormal 
instances with low misclassifications, resulting in the best overall accuracy. 

 

 

Figure 5. ROC Curve of Multivariate neural Prophet 

 

 

Figure 3. ROC Curve of LSTM 
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Figure 4. ROC Curve of BI-LSTM 

A comprehensive overview [Figure-5, Figure-6, Figure-7] of the classification performance of the 
models that have been evaluated for the prediction of normal and abnormal instances is provided by 
the ROC curves. It is important to note that multivariate neural prophet model excels over the other 
models and has the maximum level of accuracy. A trajectory that approaches the top left corner with a 
high true positive rate for correctly categorized positive examples and remains close to the bottom right 
corner, indicating a low rate of inaccurately recognized negative instances, is depicted in the 
multivariate neural prophet ROC curve. The Area score of the multivariate neural prophet model is 
remarkable, surpassing that of other models such as LSTM, and Bi-LSTM. These are the precise area 
values for multivariate neural prophet model (Area = 0.99), LSTM (Area = 0.9845), Bi-LSTM (Area = 
0.9760). These numerical comparisons demonstrate that multivariate neural prophet model performs 
better than other approaches. 

 

Table 1. Performance Metrics 

Models Accuracy Precision Recall      F1-Score 

Multivariate Neural Prophet 0.899 0.98 0.899 0.854 

LSTM 0.831 0.85 0.831 0.78 

Bi-LSTM 0.801 0.64 0.801 0.711 

 

The Multivariate Neural Prophet model is better to the other models in terms of critical performance 
metrics [Table-1], which is why it is the example that is the most appropriate for the content that has 
been supplied. It achieves an accuracy of 0.899, which implies that it successfully predicts almost 89.9% 
of the occurrences, which suggests that it has a good overall performance. This shows that it has a high 
overall performance. In terms of its positive predictions, the model has a high degree of reliability, as it 
correctly identifies 98% of the occurrences that it predicts as being positive. The fact that it has an 
accuracy of 0.98 demonstrates that it is quite trustworthy. As shown by the recall rate of 0.899, the 
model is able to accurately identify 89.9% of the true positive instances. This recall rate ensures that the 
majority of cases that are relevant are discovered. The F1-Score for 0.854, which achieves a harmony 
between accuracy and remember, is more evidence that the model is effective. This score provides 
further evidence that the model is good. The LSTM model, on the other hand, displays a lower level of 
performance, with a precision of 0.831, an exact amount of 0.85, a reminder of 0.831, as well as an F1-
Score of 0.780. This is in contrast to the Bi-LSTM model, which displays a lower level of performance, 
precisely when it comes to 0.801, an exact amount of 0.64, a reminder of 0.801, as well as an F1-Score 
of 2.71. Regarding this particular subject matter, the Multivariate Neural Prophet model is the 
alternative that is both the most dependable and the most effective that can be obtained. 
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Figure 8. Comparison between Proposed and existing models 

Figure 8 compares the performance of the proposed Multivariate Neural Prophet model to the current 
LSTM and Bi-LSTM models. The image clearly shows that the Multivariate Neural Prophet model 
surpasses the LSTM and Bi-LSTM models in every statistic, including accuracy, precision, recall, and 
F1-score. The MPN's exceptional performance is shown by its great accuracy and precision, as well as a 
good recall and balanced F1-score. While the LSTM model is useful, it falls short of MPN in terms of 
accuracy and F1 score. The Bi-LSTM model, although competitive in recall, has major shortcomings in 
precision and overall accuracy, resulting in the lowest F1-score. This comparison demonstrates the 
Multivariate Neural Prophet model outperforms the LSTM and Bi-LSTM models in classification tasks. 

 

DISCUSSION 

This research tested three advanced models Multivariate Neural Prophet, LSTM, and BI-LSTM on the 
CICIDS2018 dataset to identify network traffic anomalies. The Multivariate Neural Prophet model 
categorized network activity as normal or abnormal with one that best accuracy and reliability. This 
model balanced threat detection with false alarm reduction, which is essential for real cybersecurity 
applications, making it the best. However, although the LSTM model performed well, it missed several 
abnormalities, which might be problematic in real-world circumstances where even one undiscovered 
danger can have major effects. Despite its complex design, the BI-LSTM model performed poorly in this 
investigation. It had trouble detecting aberrant network traffic, suggesting that complexity may not 
necessarily improve anomaly detection. Multivariate Neural Prophet model's outstanding performance 
makes it suitable for network security applications, providing dependable threat detection. This 
research shows that the LSTM model has promise, while the BI-LSTM model is less successful, 
highlighting the necessity for cautious network security model selection. Future study might refine 
these models or explore other network threat detection methods. 

 

CONCLUSION 

While cloud computing has many benefits, security issues including threats and illegal access exist. 
Machine learning improves the efficacy of intrusion detection systems (IDS), which are essential for 
resolving these problems. The secret to real-time monitoring is anomaly detection. The necessity for 
contemporary datasets like CIC-IDS2018 is highlighted by the fact that current research often uses out-
of-date datasets. Additional research into time series approaches, sophisticated models such as auto 
encoders, and strategies to reduce false positives is also necessary. Performance and resource efficiency 
may be improved by incorporating models such as the Facebook Prophet and optimizing models like 
the Zebra algorithm. Closing these vulnerabilities may greatly enhance cloud security and increase the 
efficacy and efficiency of IDS. A solid method for enhancing cloud security may be found by fusing an 
enhanced Zebra algorithm with a multivariate neural Prophet model. 
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