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Pulmonary tuberculosis (TB) is a significance issue for public health worldwide, thus requiring 

accurate and prompt diagnosis for effective prevention and treatment Chest x-ray (CXR) is an 

essential tool a for diagnosis due to its high cost and non-invasive nature. However, models for 

deep learning in particular convolutional neural networks (CNNs) often face challenges such as 

overfitting and difficulty in capturing subtle differences in lesion characteristics and in order to 

overcome that on these issues a new approach is proposed, the Deep Attention Network (DANet). 

The model adds layers for feature extraction, followed by maximal pooling procedures to reduce 

spatial dimensions. Skip connections facilitate gradient propagation during training, while 

external attention introduced through the connection layer enhances feature representation by 

focusing on appropriate image locations Global maximal pooling for feature collection its 

classification is simple, and results in binary classification tasks 99% accuracy. Remarkable 

accuracy in findings suggest that DANet can be a valuable tool to aid in clinical decision making, 

providing important support radiologists and medical professionals. 

Keywords: Pulmonary Tuberculosis, Deep Learning, Convolutional Neural Networks (CNNs), 

Chest X-ray (CXR), Deep Attention Network (DANet), Feature Extraction, Clinical Decision 

Support 

 
I. INTRODUCTION 

 

Tuberculosis (TB) continues to be a serious global health concern, leading to millions of deaths annually 

worldwide. It impacts individuals of all ages, necessitating early identification for efficient care and better patient 

outcomes. Chest X-rays (CXRs) have become the principal technique for identifying pulmonary providing detailed 

views of lung structures to identify characteristic TB lesions. The depth of the networks significantly impacts the types 

of features extracted and utilized for classification. However, accurately classifying TB subtypes, such as drug-

sensitive and drug-resistant TB, is challenging due to subtle differences in lesion appearance. Manual interpretation 

of CXR images is subjective, time- intensive, and prone to errors, especially when dealing with a lot of cases. 

Consequently, there is growing interest in machine learning-based approaches for automated TB classification from 

CXR images, playing a crucial role in computer-aided diagnosis (CAD) systems. 

 

In the study, improved (TB) classification algorithm using a collection of 7000 images has been proposed, 

including both normal cases and tuberculosis, with an impressive accuracy of 99%. Worldwide health concern, 

particularly in resource-limited areas where access to primary care is limited. Accurate and timely diagnosis for 

effective TB treatment and prevention, but traditional diagnostic methods often prove time-consuming The power of 

machine learning which the research suggests can greatly improve assessment accuracy while remaining scalable 

and affordable simple solutions To simplify, the work contributes to a growing body of research applying machine 
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learning to medical imaging, which determines TB diagnosis increasingly used in disease classification and healthcare 

delivery. The high accuracy achieved in TB classification system highlights its potential to transform TB diagnosis, 

facilitate early diagnosis and intervention, and ultimately contribute to global efforts to control the disease. 

 

The study introduces an innovative approach to (TB) classification, which addresses important limitations of 

existing methods [1] and offers great potential to impact health care and extensive applications. The methodology, 

using o techniques such as oversampling and data enhancement of the TB dataset of 700 to 3500 samples, effectively 

scales the dataset and increases its diversity it delivers an impressive accuracy of 99 % and addresses the limitations 

of inbalanced datasets for reference [2]. The scalability and accessibility of system further sets it apart, providing a 

highly scalable solution that simplifies TB diagnosis, even in resource-limited settings. 

 

The potential impact of research is substantial, facilitating the early diagnosis of TB with greater accuracy, 

accelerating the initiation of treatment, ultimately reducing disease transmission and improving treatment outcomes. 

Furthermore, our methods and analyses extend beyond tuberculosis classification, and are frequently employed in 

medical imaging and disease diagnosis. By demonstrating the versatility and relevance of work, we demonstrate its 

potential to impact health care and medical research areas. Looking ahead, system refinement, exploration of new 

imaging modalities, and clinical validation studies are key future directions to maximize the impact of our system in 

tuberculosis diagnosis and beyond. 

 

The work contributes to further developments in neural network architecture design, focusing on image 

classification tasks. The proposed methods facilitate advanced feature extraction and segmentation by combining 

additional features such as residual blocks and combining them using the combined features from multiple 

transformation processes in residual blocks, the model enhances feature representation, encourages richer diverse 

representations of input images Techniques such as f- normalization are include improving model efficiency and 

preventing overfitting The choice of layout enables faster convergence during training and they make good use of 

computer resources. The remaining portion of the study is structured as follows: Section 2 provides background 

information and relevant literature, while Section 3 goes into greater detail on the suggested technique. Section 4 

presents the results and dialogue are indicated, while the final section concludes the study. 

 

II. BACKGROUND AND RELATED WORKS 

 

Although the ResfEANet model [8] combines external attention mechanisms with ResNet, it has drawbacks 

but enhances feature extraction and attentional focus. Applications requiring real-time processing may be hindered 

by their growing complexity and high resource requirements. Moreover, reliance on outside attention could limit 

generalizability and adaptability, necessitating greater research for efficient application and optimisation in medical 

imaging and tuberculosis detection initiatives. Utilising T-SPOT and a CNN-based prediction model was the aim of 

the study, which was conducted at Tongji Hospital and Sino-French New City Hospital between January 2016 and 

January 2022 [10]. Up until the age of 19, distinguish between latent tuberculosis infection (LTBI) and active 

tuberculosis (ATB). Although it highlights the enhanced T-SPOT diagnostic value and the promise of artificial 

intelligence in illness detection, there are a number of important limitations, including the need for additional 

validation and difficulties with practical application. For precise segmentation and classification, the CAD method 

for detecting pulmonary tuberculosis [11] incorporates cutting-edge methods such dilated fusion blocks and attention 

mechanisms.  

However, in environments with limited resources, its complexity and processing costs might prevent real-time 

deployment. Further research is required to determine the model's interpretability and generalizability to a variety 

of demographics, and thorough clinical validation is required in order to guarantee the model's dependability and 

obtain regulatory permission for clinical application. An Incremental Learning-based Cascaded (ILCM) model [12] 

that outperforms previously trained models is presented for the identification of TB cases found on chest x-ray 

However, Reliance on AI, however, could lead to 21higher processing needs and difficulties with model 

interpretability when it comes to filtering, disease categorization, and localization. Although image enhancement 

methods such as histogram calculation yield higher visibility by optimizing pixel values, more research is required to 
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ascertain how these methods affect diagnostic precision. 

Furthermore, the cascaded technique introduces complexity, which may have an impact on robustness and 

scalability. To overcome these issues and guarantee the model's efficacy in clinical settings, more investigation is 

required. The model gives a thorough analysis of  review of AI techniques for CXR imaging analysis [19], it may suffer 

from publication bias because of the exclusion and lack of non-English studies databases selected from therefore the 

requirement may introduce bias in selection, which could  overlook valuable studies Limiting the inclusion of primary 

studies and excluding nonhuman studies and comparative studies exclusion can reduce the insights gained from 

studies 

 

III. METHODOLOGY 

 

The volume is a cornerstone of the study, offering thorough understanding of the systematic approach to 

investigate tuberculosis It describes the methods, techniques, and tools used to collect, analyze, and interpret data. 

A comprehensive view of a systematic approach to dealing with TB diagnosis has been adopted. It describes the 

methods. Techniques and tools we used to collect, analyze and interpret data. The main point, as shown for 

conventional networks such as "Dense-net", is that as the quantity of layers rises irrespective of the quantity of 

iterations, the training error increases because model the performance has decreased because of the saturation of 

accuracy achieved. To overcome the obstacle, the suggested model incorporates the addition of a new construction 

module. The block is built with carefully constructed convolutional layers and combination operations to enhance 

feature representation and capture complex patterns in data When integrated the introductory block into the model 

architecture, the aim to reconfigure learning processes is robust, allowing the model to get beyond the constraints 

imposed by accuracy saturation 

 

1. Deep Attention Network 

The identity block stands as a cornerstone within the model architecture, serving as a crucial element for 

enhancing feature representation. It is designed to meticulously refine the underlying characteristics of the input 

data, enabling model to capture intricate patterns effectively. Mathematically, the operations within the identity block 

can be expressed via a sequence of meticulously crafted transformations: 

 

The identity block starts its refinement process by passing the data through a series of convolutional 

operations, represented as a, b, c, and d, given a feature map x with F filters. In order to extract hierarchical features 

of various levels of complexity, these convolutional layers function as complicated filters by carefully examining the 

spatial properties of the input feature map. The outputs of these convolutional layers are then processed using 

Rectified Linear Unit (ReLU) activations, which add non-linearity to the feature representation. This non-linearity is 

what allows the model to recognize different complex patterns and correlations in the input data. The intermediate 

feature maps generated by the convolutional layers and ReLU activations come in contact with each other. 

 

The concatenation method increases the feature representation by considering a more comprehensive 

understanding of underlying data distribution and allows the model to capture both local information ([a, b]) as well 

as global [c][d]. Finally, after the concatenation a 1*1 convolutional layer is applied to concatenate feature maps. This 

is the convolutional layer that plays a very important role in both expanding the number of feature maps and 

improving ability to recognise complex patterns, correlations within data. 

Additionally, a shortcut trigger is defined within the identity block to maintain significant data in the network. 

This residual connection technique is very useful in training because it lessens the vanishing gradient problem and 

therefore allows for more efficient flow of gradients during backpropagation which can help with steady convergence. 

Finally, the output feature maps are created as a summation of 1x1 convolutional layer result with the original input. 

WFLA just performs addition operation over the improved features obtained from previous processes, and combines 

them to give a global representation of X.  

 

The identity block is an important piece to the model design that creates better feature representation. A 

quantitative layer, the operations of identity block is listed as follows for some step operation which aims to explain 
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what happens within for a better representation and the feature itself. Convolutional + ReLU layers Rectified Linear 

Unit (ReLU) activation is applied after series of convolutional operations (a, b, c and d on input feature map x). The 

identity block composed of three consecutive convolutional layers, each followed by a ReLU activation function. The 

measurements of the maps remain consistent over each block as there is a similar padding setup to ‘same’ for all 

convolutions. This is a common structure used in very deep convolutional networks where we want to increase the 

depth of our network while keeping spatial dimensions same. 

 

Convolutional layers shown in eqn.1 helps to capture local as well global information in very efficient way; 

 

Concatenate([a,b,c,d]) = mid ------- 1 

 

This implementation uses a one-dimensional 1x1 convolutional layer with an activation of the form 

ReLU activated 1x1 Convolution 

 

Adding the 1x1 convolutional layer increases depth of concatenated feature maps and hence helps in learning 

by complex patterns. ReLU Activation ensures that the feature representation is non-linear as shown in eqn.2 

 

mid = Conv2D9(mid, 2F, 1, padding =′ same ′ ) 

 

𝑚𝑖𝑑 = 𝑅eLU(mid)  -------- 2 

 

To address this, a residual connection is added to maintain important information over the network and 

allow for easier gradient flow during training as shown in eqn.3. 

 

𝑥 = Conv2D (x, 2F, 1)  ---------- 3 

 

These feature maps is derived by summing up the output of 1x1 convolutional layer with input initial feature 

buffers as shown in eqn. 4. 

 

𝑦 = Add([mid}, x])  -------------  4 

 

Below, the calculater with resulting feature maps is subjected to another convolutional operation followed by 

ReLU activation as shown in eqn.5. In the subsequent line, it applies a second convolutional operation and activates 

each of this feature map with ReLU as shown in eqn.6. 

 

𝑦 = Conv2D(x, 2F, 1) ------- 5 

 

𝑦 = 𝑅𝑒𝐿𝑈(𝑦)  --------- 6 

 

With mathematical expressions and theoretical approbations, this imbibes an in-depth account of the 

identity block introducing its equality into a deep learning model.     
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Fig 1. Methodology Overview 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 2. Model architecture 
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Figure3.Model Summary 

 

 

Flowchart of the model architecture is shown in Fig1 followed by 3D detailed model architecture 

demonstrated as shown in Fig2. Figure 3 provides a detailed Summary of the model. 
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Fig 5. Sample Dataset 

 

 

2. The Dataset:  

The dataset shown in Fig 5 for the experiment is taken from Kaggle. In the systematic approach we have 

undertaken to handle the detection of tuberculosis. It outlines the strategies, techniques, and tools we have employed 

to collect, analyze, and interpret data. Identification of different illness states in It has been demonstrated that the 

human body is dependable when using X-ray and/or CT images from different areas of the body. Medical imaging of 

the chest in the form of X-rays, is used for the identification and management of tuberculosis, since the disease states 

are known to result from abnormalities experienced in the chest region. 

 

            In the research paper, discussing the dataset is essential as it provides crucial context regarding information 

utilized for validation, testing, and training. This data aids readers in comprehending the study's scope., the 

characteristics of the dataset, and the relevance of the findings. Here's a theoretical explanation to include in research 

paper. The dataset utilized in this study is essential to the creation and assessment of the suggested model. for 

tuberculosis detection using medical imaging. It comprises a collection of grayscale chest X-ray images obtained from 

diverse sources, including medical repositories and clinical settings. 

 

Training Set: It consists of a large number of chest X-ray images meticulously curated to facilitate the training. The 

images are divided into two distinct classes: "NORMAL" and "TUBERCULOSIS", representing the absence and 

presence of tuberculosis, respectively. The training set contains total images of 4900 containing normal and 

tuberculosis class. Each image in the training set is resized to a standardized dimension of (img height times img 

width) of (500,500) pixels to ensure uniformity across the dataset. 
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Testing Set: Similarly, the testing set encompasses a separate set of chest X-ray images, distinct from those used in 

training. These images are reserved exclusively for measuring the performance of the trained model on unseen data. 

The testing set contains total images of 700 containing normal and tuberculosis class. Like the training set, the testing 

set contains images categorized into the "NORMAL" and "TUBERCULOSIS" classes. 

 

Validation Set: Aiding in the fine-tuning of model hyperparameters and monitoring its generalization 

performance. The training, testing and validation subsets of order in ratio of (70,10,20) percent of total data to assess 

the model's performance. The methodology ensured the results' dependability and generalizability by enabling 

extensive validation across various combinations of training, validation sets. comprises chest X-ray images of 1400 

containing normal and tuberculosis class. allowing for robust validation of the model's performance. 

  

Data Augmentation: To enhance the training data and improve the model's ability to generalize, data 

augmentation techniques such as rotation, scaling, and horizontal flipping may be applied. These techniques 

introduce variations of training images, simulating real-world scenarios and preventing overfitting. 

 

 

Fig 6. Chest X-RAY images 

 

In the Fig.6 presented, a subset of images from the training set is visualized to provide a glimpse into the 

dataset's composition. Every image has a class name ("TUBERCULOSIS" or "NORMAL") next to it, making it easier to 

examine and understand the features of the collection visually. format guarantee uniformity and dependability during the trial 

procedure, which eventually adds to the validity and 

 

IV. Experimental Environment Setup Hardware: 

 

The computer system used in the study's experimental technique has specific hardware configurations that 

were optimised for deep neural network training. The hardware included an Intel(R) (TM) i5 CPU with 8GB of RAM 

and a GPU with an interface. The CNN architecture was built using Python programming, the TensorFlow and Keras 

frameworks, and other necessary components.. Instead of using pre-trained models, the decision was made to train 

the model from scratch because this enables a more thorough and dataset's photos and offers information about how 

the "NORMAL" and "TUBERCULOSIS" instances are distributed in terms of class. Understanding the dataset's 

characteristics. 

 

V. Results and Discussion 

This section contains the presentation and analysis of the results from the methodical application of our 

approach. We examine the statistics, graphs, and figures that best represent the findings of our investigation 

and offer a thorough analysis of the patterns, trends, and connections that the findings have uncovered. 

Following an experiment, it is normal to assess the results in order to compare the results with other models and 

determine whether the results can be applied in the future. The metrics we are using to assess the model and our 
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methodology are sensitivity, specificity, and accuracy.  

𝑇𝑃 + 𝑇𝑁 

           𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 

 

    𝑇𝑃 

     𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 

    𝑇𝑃 + 𝐹𝑃 

        𝑇𝑃 

        𝑅𝑒𝑐𝑎𝑙𝑙 = 

        𝑇𝑃 + 𝐹𝑁 

 

                   2 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙 

           𝐹1 𝑠𝑐𝑜𝑟𝑒 =  

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙 

 

 
 

Fig 7. Experimental results 

 

Following 10 epochs of 307 batches, for which the training was halted using an early stopping set at 10 epochs, 

the outcome of the training is displayed in Table 1 below, Fig 7. Above displays the depiction of the validation and 

training accuracy. The model stopped early since it showed improvement in accuracy ,despite the training accuracy 

increasing gradually from 92% to 99%. The accuracy of the training increased to 99%. Following the subsequent 70% 

of training, a comparatively sluggish convergence progression with the accuracy reaching with 94% accuracy at 50% 

of the training epoch and 97% accuracy after 75%. The training loss continued to decline after that, going from roughly 

34% to roughly 0.4%. Table 2 displays the comparison results of several model. Figure 8 below displays the confusion 

matrix derived. The camparision has been done for the experimental results before and after balancing the data set. 

The model Accuracy has varied  from 97% to 99% by balancing the datset of (TB).The confusion matrix and the plot 

for the accuracy and loss has been studied and given below. 
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Fig 8. Confusion Matrix before balancing dataset 

 

 
 

Fig 9. Confusion Matrix after balancing dataset 

 

 

Fig 10. Plot of Accuracy and Loss before balancing 
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Fig 11. Plot of Accuracy and loss After balancing 

 

 

Fig 12. Classification Image1 Fig 13. Classification Image2 

 

 

MODEL Accuracy Precison 

 

Densenet 169 

 

95.2 

 

94.4 

Hybrid segmentation 96.0 95.0 

VGG16 95.4 93.4 

sCNN 93.3 90.0 

RenseNet50 97.83 97.67 

Densenet 201 94.9 91.4 

DANet(proposed) 99.0 100 

Table 1. Experimental results of different model 
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VI. Conclusion 

           TB requires early and precise diagnosis for efficient treatment and prevention. The chest x-ray (CXR), because 

of its simple nature and high expense, is an important diagnostic tool. frequently encounter problems like overfitting 

and have trouble identifying minute variations in lesion features. To address these problems, a novel strategy called 

the Deep Attention Network is put forth. DANet. In order to extract features, DANet incorporates convolutional 

layers. To minimize spatial dimensions, maximal pooling procedures are then applied. While external attention 

introduced through the connection layer improves feature representation by focusing on appropriate image areas, 

skip connection helps gradient propagation during training. Its categorization is simple because of global maximum 

pooling and dense layer feature pooling, and the dense layers to gather features Its straightforward classification 

yields 99% accuracy in binary classification problems. Remarkable accuracy in results indicates that DANet is a useful 

tool to support radiologists and other medical professionals in their clinical decision- making. 
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