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In popular democratic countries, the voting system plays an important part during choosing 

the right government. Electronic voting machines are less secure with regard to data, time 

consuming and need further workforce to avoid illegal casting of votes. The proposed system 

have a secured authentication method with a multibiometric system integrating both 

fingerprint and iris recognition system. The stored iris data is encrypted using hyper elliptic 

curve cryptography (HECC) algorithm. The Daugman’s algorithm smoothen the noise posterior 

to the iris localization and feature extraction is carried out to non-varying and unique 

parameters of an iris image. Further biometric data used is fingerprint recognition, which is a 

complex recognition parameter. It includes algorithms and procedures for image improvement 

and linearization, rooting for miniaturized features and matching for authenticating the 

candidates. To ensure security, iris images converted to cipher templates using HECC, thereby 

data can be saved from duplication without the chance of intrusion. The proposed system 

witnessed a true acceptance rate of 98% with 2.5% of equal error rate and accuracy of 95%. The 

minimum recognition time achieved is 4 seconds and has been identified as an outperforming 

model than existing solutions in voting applications. 

Keywords: Hyper Elliptic Curve Cryptography, Multibiometric system, Daugman’s algorithm, 

Cipher templates and FLANN algorithm. 

 

INTRODUCTION 

The voting system in India is vital for establishing a democratic government, ensuring justice, rights, education, a 

healthy environment, and financial stability for all. Key challenges in the e-voting system include voter duplication, 

multiple vote casting, and the unlawful exclusion of voter names, which undermine democratic participation. 

Additionally, manual voter verification compromises security and legality. These issues can be addressed through 

real-time biometric authentication, such as iris and fingerprint recognition, which enhance data security and voting 

integrity. Iris biometrics offer unique identification features, while fingerprints provide reliable performance for 

secure systems. The proposed system integrates fingerprint and iris subsystems to create a robust, independent, 

and automated voting infrastructure, addressing key challenges in the current system. It features a two-step 

biometric authentication process, with temporary data storage. The first step involves fingerprint point matching 

using Aadhar card data through point detection modules. The second step is iris verification, conducted with an iris 

scanner and image processing algorithms. The system compares the scanned iris image with the stored database; if 

there is a match, the voter is allowed to vote. If not, a piezoelectric buzzer alerts the user to halt the voting process. 

If the same voter attempts to vote again, the system will recognize them during the first stage, preventing further 

processing. All data processing and analysis are managed by a PC, with image data captured through dedicated 

scanning and detection modules. The original iris template can be encrypted using Hyper Elliptic Curve 

Cryptography (HECC), a lightweight algorithm offering high security quickly. Unlike traditional elliptic curve 

cryptography, HECC overcomes key size and computational constraints due to its use of finite fields and algebraic 
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structures. It employs Extended Complex Multiplication (ECM) over a high field (P) with a 64-bit key size, making 

brute-force attacks more complex. Figure 1 illustrates the integrated biometric authentication system. 

Fig.1 Multi Biometric e-voting system 

The verification process includes iris image acquisition, preprocessing, and cypher template creation with HECC. 

The system compares the cypher template with the stored database template, and final authentication is performed 

using the FLANN algorithm. The authentication result is displayed via a web interface with pop-up dialogs for 

acceptance or rejection. 

LITERATURE REVIEW 

Multibiometric approach improves the security and accuracy of biometric systems compared to single-biometric 

systems that rely on one trait. Fuzzy combined with genetic algorithm handles imprecise information and 

uncertainities and helps to improve reliability in biometric authentication approach [1]. Traditional methods rely 

on texture-based features in iris, but incorporating stylometric features can significantly enhance recognition 

performance [2]. Hybrid techniques are employed in biometric recognition to combine various fusion strategies, 

thereby achieving superior performance in the identity verification process compared to unimodal systems [3][4]. 

Innovative technique to assist physically disabled individuals by enabling robotic control through iris movement 

and improve reliability in iris based system [5] , further integrating detection and segmentation using deep learning 

framework improves accuracy [6] . Artificial intelligent models with self customization discuss the difficulties with 

iris recognition in partially obscured images [7] and various feature extraction methods enhance performance [8] 

[9]. Neural network based models helps in classification of iris patterns effectively [10] [11]. When template 

matching technique is integrated with the network model iris recognition on mobile devices is enhanced [12]. In 

real-time image processing for finger print systems, the CNN model performs accurate segmentation in less 

training time [13] [14]. The proposed system uses both finger print and iris based recognition system and offers 

high accuracy, significantly reducing the equal error rate. This leads to lower time and energy consumption 

compared to manual verification systems, as it requires minimal computational time. Together, these factors 

enhance the efficiency of the voting ecosystem in every election. 

IMPLEMENTATION 

A. FINGERPRINT RECOGNITION SYSTEM 

Fingerprint recognition is achieved using SIFT and FLANN algorithms. SIFT algorithm detects and fixes the curves 

and edges by identifying the ridges and valleys in the fingerprint image. FLANN matcher uses the function of 

comparison and matches the fixed keypoint descriptors using features of the fingerprint images in the database. 

After preprocessing, during finger print recognition the descriptor is extracted and point matching is done. 

1. Scale Invariant Feature Transform (SIFT) 

i) Scale-space local extreme detection: Sites are identified by looking for traits that remain stable across sizes using 

the continuous scale function known as scale space. A(i1,j1,𝝈) is convolution operation which is formulated in 

equation (1), where Gaussian variable scale is G(i1,j1,𝝈). With the input image h(i1, j1), for two nearby scales of the 

image, the DoG is computed as represented in equation (2), where m is a constant multiplicative factor to change 

scale and i1,j1 are the direct coordinates of a pixel in image h. ii) Accurate Key-point Localization: Images are 

evaluated by computing local maxima and minima across several scales to find significant locations. A thorough fit 
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is conducted after keypoint identification to ascertain the location, major curve percentage and scale. Low contrast 

keypoints are disregarded and the interpolated location of the maximum is determined using a 3D quadratic 

operator. Sample point derivatives Vm are formulated as in Equation (3). By taking the derivative with respect to x 

and tracking down towards zero, the location of extremum e is obtained as given in Equation (4). 

(i1,j1,𝝈) = h(i1,j1) ∗ 𝐺(i1,j1,𝝈)   (1) 

𝐷(i1,j1,𝝈) = ℎ(i1,j1) ∗  (𝐺(i1,j1,𝑚𝝈) − 𝐺(i1,j1,𝝈)) (2) 

                 𝑉m(𝑥)=𝑉+(𝜕 2 V-1𝑚  /𝜕𝑧)∗(𝜕𝑉m /𝜕𝑧)         (3) 

                                                𝑒=(−𝜕2 𝐷−1 / 𝜕𝑒2 ) ∗ (𝜕𝐷/𝜕𝑒)   (4) 

iii) Orientation Assignment: The deviation offset point is compared to a predefined threshold value after which it 

implies that e is close to some different sample point. Then sample point is varied and interpolation is operated 

about that point. iv) Key-Point Descriptor: By examining gradient orientations and magnitudes, a key-point 

descriptor is defined. Samples are concatenated into 4×4 sub-region histograms, and the descriptor is used to 

identify matching fingerprint features. The Figure 2 depicts the construction of key-point descriptors 

                     θ(i.j)=𝑡𝑎𝑛-1((𝐿(i,j +1)−𝐿(i,j −1)) / (𝐿(i+1,j)−𝐿(i−1,j))) (5) 

 

2. Fast Library for Approximate Nearest Neighbour (FLANN) 

FLANN performs approximate nearest neighbor search in image. The features are extracted and represented as a 

set of feature descriptors, where each descriptor represents a unique feature in the image. FLANN uses an indexed 

data structure to quickly find approximate nearest neighbors of an image's feature descriptors. It measures 

similarity using a distance metric and selects the best matches with lowest distances. To reduce false matches and 

to provide approximate matches, filtering is applied. The Figure 3 depicts matching of keypoint matching, unique 

descriptor features of the database images are compared with the test image keypoints and scores are generated. 

      Fig.2 Construction of keypoint descriptors                               Fig. 3 Fingerprint matching with FLANN 

B. IRIS RECOGNITION SYSTEM  

1. Preprocessing of Iris 

Iris preprocessing includes normalization to minimize noise and localization to determine the region of interest. i) 

Iris Localization: Locates the iris boundary internally and externally using the Circular Hough Transform 

Algorithm (CHTA). Canny Edge Detection identifies the edge map, and CHTA determines the inner and outer iris 

circles. Localizes and segments the iris as a distinct biometric feature. Figure 4 and 5 represents iris region. 
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       Fig. 4 Localization of iris region using CHTA                                   Fig.5 Segmented iris region   

ii) Iris Normalization: Using Daugman's model, the iris image is normalized to polar coordinates. The focal point 

and radius of the pupil are determined by iris segmentation. Based on the IITD Iris dataset, the iris component is 

separated into 50 pixels, where s is the scaling factor, 𝜃 is the rotation angle, and (i center, j center) is the center of 

the normalized iris image. 

                                                       𝑖'= 𝑠 ∗ ((θ)−𝑗𝑠𝑖𝑛(θ)) + 𝑖𝑐𝑒𝑛𝑡𝑒𝑟  (6) 

                                                       𝑗'= 𝑠 ∗ ((θ)+𝑗𝑐𝑜𝑠(θ)) + 𝑗𝑐𝑒𝑛𝑡𝑒𝑟  (7) 

2. Feature extraction   

Gabor kernel filters, which are used for feature extraction, apply multiple filters with varying orientations, 

frequencies, and bandwidths to the input image. The formula for spatial domain is: 

           G(i,j) = exp(- i ' 2 + γ 2 ∗ j' 2) / (2 ∗σ2)) ∗ cos (2 ∗ π ∗ f𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 ∗ i' + 𝑝ℎ𝑎𝑠𝑒)          (8) 

where i and j are filter coordinates, i' and j' are rotated coordinates, 𝝲 is aspect ratio that controls the ellipticity of 

the filter,  𝝈 is the standard deviation. Figure 6 and 7 holds normalized and extracted iris region Input image is 

convolved with Gabor filters, producing response maps that highlight areas matching the filter features. Features 

are extracted by selecting the maximum or average values from these maps. The image is smoothened, reducing 

noise, emphasizing key features for analysis and matching. The Figure 8 shows matching iris feature and Figure 9 

iris processing. 

   

 Fig. 6 Normalized iris region in polar coordinates                       Fig. 7 Extraction of features after Gabor channels  

                                                                                                                                     Smoothening the iris region  
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       Fig. 8 Matching iris feature points through                                       Fig. 9 Iris image processing stages of         

                                FLANN matcher                                                                                 sample test image 

          3. Hyper Elliptic Curve Cryptography    

HECC encrypts biometric templates using cryptographic primitives with an 80-bit key size, offering strong security 

and fast processing for real-time applications. It includes stages such as Extended Complex Multiplication: selects 

the curve with N cardinality b) Restricted Iris Template: reduces size of template c) Point - Divisor Conversion 

(PDC): converts HEC points in to divisors d) Randomized Divisor Construction: generates random divisors using 

PDC results and the Cantor Algorithm (DACA) e) Divisor - Point Conversion (DPC): transforms divisors into cipher 

points, forming the final encrypted template. The algorithm followed in HECC is as follows: 

Input: Initial iris template A  

Output: Iris template in encrypted form A’  

Method: Use ECM to choose genus 2 HEC 

Transform the initial iris template into hyperelliptic curve points and Apply PDC to map HEC points to 

corresponding divisors 

Using the RCD algorithm, select a random divisor d11 and choose the public key ∈{2, 3, 4...p − 1} 

For 4 sequential samples (M1, M2, M3, M4)  do  

Apply the RCD algorithm to generate a random divisor d1 

Calculate c′ i = c + (k ∗d1) with cantor algorithm  

Output the calculated divisors in cipher form c′i 

Apply DPC to convert divisors to points (cipher) & then convert points into the template (cipher)  A’ 

Save the templates (cipher) - A’ 

RESULTS AND DISCUSSION 

The IITD Iris Dataset was used to assess the performance of the proposed technique. A set of 100 iris samples was 

gathered and accuracy were calculated at various threshold values to assess   the   viability  of  the  approach. The 

analysis of the IITD iris data revealed a maximum TAR of 100%. At a threshold of 0.75, an EER of 2.5% was 

observed with a TAR of 98%. The total recognition time for authentication was just 4 seconds, which is twice as fast 

as existing biometric systems without cryptography. The integration of algorithms used in fingerprint and iris 

recognition, along with the encryption scheme applied in the voting system, highlights the performance benefits of 

biometric e-voting systems. These systems play a crucial role in enhancing security and protecting the integrity of 

votes during elections. The performance metrics were computationally effective, with different threshold illustrated 

graphically in Figures 10 and 11, offers a clear evaluation of the performance of algorithm during implementation at 

different stages. 
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  Fig. 10 Performance metrics evaluation against                          Fig. 11 Performance metrics evaluation against           

             different thresholds for 50 samples                                                  different thresholds for 100 samples  

 

The performance of the samples from the IITD iris dataset was assessed based on specific parameters using Python 

3.10 on PyCharm IDE 22.2.3. An R307 optical fingerprint reader was used as the fingerprint scanner module. The 

performance parameters evaluated are: FAR (False Acceptance Rate): Chance of wrongly accepting an 

unauthorized user. FRR (False Rejection Rate): Chance of wrongly denying an authorized user. TAR (True 

Acceptance Rate): Probability of correctly identifying an authorized user. 

CONCLUSION 

Multibiometric e-voting with cryptography is a secure, user-friendly system that gradually integrates multiple 

biometric authentication methods for voter identification and verification at polling booths. The data is securely 

encrypted with hashed, lengthy keys, making it difficult for intruders to breach. The proposed system witnessed a 

true acceptance rate of 98% and with 2.5% of equal error rate with highest accuracy of 95%, the minimum 

recognition time achieved is 4 seconds. Even though block chain voting approach has come a long way in its own 

deployment model for the voting process, still it hasn’t achieved certain regulations and control over the 

implementation stand point of view in real world scenarios. Automation of e-voting can reduce the manual 

operation and maintenance cost drastically by deploying an authentic, self-sustained and secured voting model 

which is suggested in the proposed system. Additionally, the proposed system is eligible for implementation in 

different sectors like military applications, banking sector and avoidance of fake candidates in the entrance exams. 

Application of biometric secured systems in future prospects can help in protecting the democracy and rights of the 

people from a broader perspective in the years to come as technology stays evolving all the time. 
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