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Introduction: Imbalanced datasets cause significant issues in classification tasks that might have 

a negative impact on the model's performance. It frequently results in minority classes having 

worse predictive accuracy. This leads to lower accuracy for minority classes. This issue affects 

model performance and risks missing crucial insights that inform decision-making.  

Objectives: This study presents a novel methodology combining the Generative Adversarial 

Network-Based Synthetic Minority Oversampling Technique (GANified-SMOTE) with latent 

factor approaches to enhance classifier performance on imbalanced datasets.  

Methods: We evaluate the effectiveness of this framework across various datasets, demonstrating 

its ability to generate high-quality synthetic samples that accurately reflect the underlying data 

distribution.  

Results: Our experimental results show that the Enhanced GANified-SMOTE significantly 

improves accuracy when integrated with classifiers like Random Forest (RF). Specifically, our 

method achieves an outstanding accuracy of 0.999971 in the Credit Card Fraud Detection task, 

along with near-perfect precision and recall metrics. 

Conclusions: These results underscore the potential of our approach to improve classification 

reliability and reduce false negatives in critical applications, addressing the limitations of 

traditional classification techniques in imbalanced contexts. 

Keywords: class imbalance, classification tasks, GANified-SMOTE, generative adversarial 

network, machine learning. 

 

INTRODUCTION 

Imbalanced datasets are a collection of datasets that have a different number of minority classes and majority classes 

[1, 2]. Usually, the majority class is the most frequent class, and the minority class is the least frequent class. Example 

in real-world machine learning (ML) applications such as fraudulent transactions [3, 4]. In fraud detection, the 

number of fraudulent transactions is usually less than the number of non-fraudulent transactions, with the number 

of samples belonging to the minority class being significantly smaller compared to the majority class. Therefore, these 

rare fraudulent activities must be identified more accurately to avoid financial losses. If imbalances in the dataset are 

not considered, this can lead to adverse effects such as losses on fraudulent transactions. 

However, if the dataset contains fewer samples of the minority class than the majority class, then the ML model will 

favor the majority class. This leads to poor performance of the minority class and inaccurate or biased predictions 

[5]. This happens because the model preferentially learns patterns and makes predictions for the majority class 

because it is more represented than the minority class. Eliminating imbalances in the dataset is crucial for accurate 

predictions and decisions. Therefore, there are various methods to solve this problem, including SMOTE. 

SMOTE is a widely used method for addressing class imbalance in datasets by generating synthetic samples of the 

minority class [6, 7]. However, SMOTE can have several limitations that can hinder its effectiveness, such as 

overlapping samples between classes [8]. This issue arises when synthetic samples generated from existing minority 

class samples closely resemble the training data, leading models to memorize specific points rather than learning 
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generalizable patterns. As a result, while a model may perform well on the training set, its ability to generalize to 

unseen data can be compromised, resulting in poor performance in real-world applications. This study proposes 

GANified-SMOTE with Latent Factor to overcome these limitations.  

GANified-SMOTE with Latent Factor is proposed in this study. GANified-SMOTE combines GAN and SMOTE to 

create synthetic samples using random noise and a latent factor.  The existing SMOTE-GAN uses only random noise, 

a starting point for generating synthetic samples. It helps the generator create diverse and varied outputs. This new 

method uses random noise to add variation to sample production, and the latent factor identifies crucial underlying 

patterns that correspond to the properties of actual data. Combining these components improves minority class 

representation, increases the model's accuracy, and improves the development of realistic and diverse synthetic 

samples.  This enhances overall performance and reduces the likelihood of overfitting and class overlap. 

The structure of this document is as follows: Section I gives research backgrounds. Section II provides a literature 

review related to the research study. Section III explains the methods used in the study. Section IV discuss the results 

obtained in the study. Section V concludes the overall research study. 

LITERATURE REVIEW 

Literature reviews are presented in this section. This review synthesises existing research on imbalanced datasets, 

highlighting key findings, theoretical frameworks and areas where further investigation is needed. 

A. Resampling 

Resampling is a technique that changes or adjusts the composition of a dataset. These methods are beneficial when 

the original dataset is imbalanced. For example, one class or group is underrepresented compared to others. To 

address this class imbalance, resampling techniques can either oversample the minority class, undersample the 

majority class or combine both [9, 10]. The two main categories of resampling techniques are undersampling and 

oversampling [11, 12]. 

1. Oversampling 

Oversampling is one of the techniques used in ML to avoid class imbalance. Oversampling increases the minority 

class by creating a synthetic sample nearly identical to the original sample [13, 14]. In his method, the number of 

events from the minority class is randomly doubled until the number is equal to or greater than the number of events 

in the majority class [15]. This method helps ML models to learn more effectively and without bias. No information 

is lost in this method [16] as it is a process of duplication rather than discarding. Various oversampling techniques 

are used to address the imbalance in the dataset. 

Random oversampling (ROS) is a technique used to address class imbalance by duplicating samples from the 

minority class at random. This approach aims to balance the distribution of courses within the dataset, making it 

more equitable for model training. As noted by [17] and [18], ROS can help improve the performance of ML 

algorithms by ensuring that the minority class is adequately represented, thus enhancing the model's ability to learn 

from all classes effectively. 

The SMOTE method addresses class imbalance by generating new samples for the minority class. It interpolates 

between existing minority class samples and their nearest neighbours [6]. According to [19], SMOTE enhances the 

representation of the minority class, allowing ML models to learn more effectively from the data. This technique not 

only increases the number of minority class samples but also helps in creating a more informative and diverse dataset, 

ultimately improving model performance. 

ADASYN is a technique designed to enhance class balance by generating synthetic samples, focusing on minority 

samples that are more challenging for models to learn [20]. According to [21], ADASYN increases the number of 

synthetic samples based on the density of minority class instances, prioritizing the creation of samples in areas where 

the minority class is underrepresented. This targeted approach helps improve model performance by enabling better 

learning from complex cases, thereby addressing the challenges of class imbalance more effectively. 
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An example of the application of the oversampling method in addressing the imbalance of the dataset is explained in 

Table 1. It highlights the use of techniques such as ROS and RUS. SMOTE and its variants like Borderline-SMOTE, 

RU-SMOTE, RU-ADASYN, and Deep Smote. The studies aim to evaluate the effectiveness of these techniques in 

addressing data imbalance problems. The findings indicate that ROS often performs well in accuracy and efficiency. 

Meanwhile, techniques like RUS and ROS significantly improve the classification performance of ANN on imbalanced 

datasets. DeepSMOTE is noted for its superior performance on small and imbalanced datasets. The table also 

suggests that the oversampling ratio can negatively impact precision. It implies a need for careful parameter tuning 

when applying these techniques. 

Table 1. Application of Oversampling 

Author Technique Contribution Findings 

[22] ROS Compare the effectiveness of ROS with 

more advanced oversampling 

ROS performs better in terms of robust 

accuracy and computational efficiency 

[17] RUS 
ROS 
RURO 
RU-SMOTE 
RU-ADASYN 

Influence of resampling techniques on the 

performance of ANN classifiers in 

cybersecurity  

RUS and ROS techniques significantly 

improve the classification performance 

of ANN on imbalanced cybersecurity 

datasets 

[23] ROS 
SMOTE 
Borderline-
SMOTE 
ADASYN 
Deep SMOTE 

Evaluate the effectiveness of 

oversampling strategies that are intended 

to address data imbalance. 

DeepSMOTE performed better on small 

and imbalanced datasets than any other 

oversampling method. 

[24] ROS 
SMOTE 

Explores how different oversampling 

algorithms and imbalance ratios affect 

the performance of classification 

algorithms 

The oversampling ratio has a negative 

impact on precision but a significant 

positive impact on AUC and recall rate. 

[25] SMOTE- 
Oversampling 
(SOS) 
ROS 

Address class imbalance by increasing the 

number of minority class data through 

random and synthetic methods 

SOS and ROS methods successfully 

increased the number of minority class 

samples. 

 

2. Undersampling 

In undersampling, the majority class sample is deleted and eliminated [13, 14] until the number of samples equals 

the minority class [26]. Undersampling can also be done by randomly removing samples from the majority class until 

the desired balance is reached [27]. Since the method works by reducing the size of the dataset, it can help to reduce 

the training time. However, this method has some notable drawbacks, such as potentially losing important 

information [28, 29]. This is because it involves deleting and eliminating samples. Various undersampling techniques 

are used to address the imbalance in the dataset. 

Random undersampling (RUS) is a technique that helps balance datasets by randomly removing samples from the 

majority class. As noted by [30] and [17], this method effectively addresses class imbalance, which can significantly 

impact the performance of ML models. By reducing the number of instances in the majority class, RUS facilitates a 

more equitable representation of the classes in the dataset. 

TomekLinks is a technique that improves dataset quality by removing samples from the majority class identified as 

TomekLinks. These samples are considered noisy and are often located at the boundaries between classes. According 

to [31], this method enhances class separation and can effectively address issues related to class imbalance, thereby 

improving the performance of ML models. 

NearMiss is a sampling technique that aims to balance datasets by selecting samples from the majority class that are 

most similar to those in the minority class. This method effectively enhances the representation of the minority class 
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while maintaining the essential characteristics of the majority class. [31] and [32] highlight that NearMiss can 

significantly improve model performance by fostering better class distinction and reducing the impact of class 

imbalance in ML applications. 

ClusterC, also known as Cluster Centroids, is a technique that addresses class imbalance by dividing the majority 

class into clusters using k-means clustering [33]. The centroids of these clusters are then utilized to represent the 

majority class in the dataset, effectively balancing it with the minority class. [34] and [35] emphasize that this method 

not only reduces the number of samples in the majority class but also preserves the essential characteristics of the 

data, leading to improved performance in ML models. 

Edited Nearest neighbours (ENN) is a technique that utilizes k-nearest neighbours (KNN) to improve dataset quality 

by removing most samples incorrectly classified. This method enhances the integrity of the dataset by focusing on 

the accuracy of class labels. According to [36] and [19], ENN effectively reduces noise in the majority class, leading 

to better classification performance in ML models by ensuring that only reliable samples are retained. 

An example of the application of the undersampling method in addressing the dataset's imbalance is explained in 

Table 2. It summarises various undersampling techniques used in research to address class imbalance problems. The 

table highlights the specific methods employed, contributions and the key findings. Notably, RUS is frequently used. 

Studies demonstrate its effectiveness in achieving comparable performance to a balanced dataset, even with 

significant class imbalances. Furthermore, the research explores using RUS in conjunction with Ensemble of 

Classifier Chains (ECC) to improve performance in multilabel data classification. The table also introduces novel 

undersampling methods like RFCL and RBU. This method aims to reduce overlapping degrees and offer faster 

alternatives. The table underscores the diverse approaches and their impact on improving classification performance 

in an imbalanced dataset. 

Table 2. Application of Undersampling 

Author Technique Contribution Findings 

[37] RUS Demonstrates that effective classification 

performance on big data can be achieved 

with minimal alterations to the original 

dataset even in the presence of 

significant class imbalance 

Maintaining a minority class ratio 

between 0.1% and 1.0% can yield 

performance comparable to using a 

fully balanced dataset with similar 

results observed when applying RUS to 

achieve a 50:50 class ratio. 

[38] Ensemble of 

Classifier 

Chains (ECC) 

with RUS 

Improves ECC for imbalanced multilabel 

data by finding better ways to use the 

majority class examples without needing 

more computing power 

Proposed approaches significantly 

improve performance across various 

evaluation metrics. 

[39] RUS Provides a comprehensive overview of 

the class imbalance problem 

RUS approaches can effectively 

mitigate this issue by improving the 

balance between class distribution. 

[40] Random Forest 

Clearing Rule 

(RFCL) 

Proposes the RFCL, a novel 

undersampling method aimed at 

reducing the overlapping degree rather 

than merely resampling 

RFCL outperforms seven classic and 

two recent under-sampling algorithms 

regarding F1-score and area under the 

curve (AUC). 

[41] Radial-Based 

Undersampling 

(RBU) 

Proposes a novel Radial-Based 

Undersampling (RBU) algorithm, which 

serves as a faster alternative to the 

Radial-Based Oversampling (RBO) 

algorithm 

RBU performs comparably to the 

original Radial-Based Oversampling 

(RBO) algorithm. 
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3. SMOTE 

SMOTE is one of the techniques used in resampling to solve the problem of data imbalance [42]. The SMOTE 

approach was inspired by a technique that proved successful in recognizing handwritten characters and was applied 

by previous researchers in 1997 [26]. SMOTE works by identifying samples from the minority class and generating a 

synthetic sample that is identical to the actual sample [8].  

Synthetic sample generation is based on nearest neighbour selection based on Euclidean distance [43], as shown in 

Figure 1. The new synthetic sample is generated by interpolating between the minority sample and its neighbours 

[44]. By increasing the number of samples in the minority class, SMOTE can balance the dataset to avoid bias, and 

the classifier can learn a better representation for both classes. 

 

Figure 1.  SMOTE Method 

Various SMOTE variants are used to address the imbalance in the dataset. The SMOTE, as introduced by [26], is an 

advanced method for addressing class imbalance in datasets. Unlike traditional oversampling techniques that 

duplicate existing samples, SMOTE generates synthetic samples. This approach creates new, unique instances based 

on the characteristics of the minority class, thereby enhancing the representation of these classes in the training data 

while avoiding the pitfalls of overfitting associated with mere duplication. 

Borderline-SMOTE, described by [45], is a variant of the SMOTE that specifically targets the generation of synthetic 

samples for minority class instances located near the decision boundary. This approach emphasizes the most critical 

samples (those at the edge of the minority class), enhancing the model's ability to distinguish between classes. 

Borderline-SMOTE aims to improve classification performance and robustness against misclassifications by focusing 

on these boundary instances. 

SVM SMOTE, introduced by [46], is a technique that combines the principles of Support Vector Machines (SVM) 

with SMOTE. This method integrates SVM to identify support vectors and critical data points that define the decision 

boundary. By generating synthetic samples based on these support vectors, SVM SMOTE enhances the 

representation of the minority class while maintaining the integrity of the decision boundary. This approach not only 

improves the model's performance in classifying minority instances but also contributes to a more robust learning 

process. Table 3 discusses SMOTE's existing applications in addressing the dataset's imbalance. 

Table 3. Application of SMOTE 

Technique Contribution Findings 

SMOTE [47] Highlighting the effectiveness of SMOTE and 

its extensions in improving classification 

performance 

SMOTE has been influenced in addressing 

class imbalance 

Improved 

SMOTE [48] 

Proposes an improved SMOTE algorithm 

based on the normal distribution to address 

the class-imbalance problem in data 

classification 

The improved SMOTE algorithm outperforms 

the original SMOTE in classification accuracy. 

SMOTE [49] Introduces the application of the SMOTE 

repeatedly to balance multi-class datasets 

effectively 

Iterative SMOTE processes yielded better 

results compared to a single application of 

SMOTE. 
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SMOTE 
ROS [50] 

Proposes an efficient Fraud Detection 

Framework specifically designed for credit 

card transactions with imbalanced data 

Indicate that the proposed fraud detection 

framework effectively addresses the 

imbalanced dataset problem in credit card 

transactions. 

SMOTE [9] Examines the impact of class imbalance on 

classification performance and employs a 

SMOTE 

Both the resampling method and 

normalization techniques positively influence 

the performance of classification models. 

 

B. Generative Adversarial Network 

GANs are generative ML techniques proposed a few years ago [51]. Data augmentation with GAN is a technique that 

utilizes the capabilities of GAN models to create synthetic data patterns that can be used to augment an existing 

dataset. The two main components of generative models or GANs are the discriminator and generator networks, as 

shown in Figure. 2.  

 

Figure 2.  Basic Structure of GAN 

The generator network generates more realistic synthetic samples that resemble the real sample based on random 

noise to deceive the discriminator network [52]. At the same time, the discriminator networks try to improve their 

ability to distinguish between real and synthetic samples [53]. This process is repeated until the discriminator 

network can no longer distinguish between them. The real sample refers to the sample obtained from the original 

dataset [54]. In contrast, the synthetic sample refers to the sample that the GAN generates based on the sample 

learned from the real sample [54]. 

Since GAN was introduced in 2014 by researchers [51], many new variants of GAN have been proposed. Wasserstein 

Generative Adversarial Networks (WGAN) present an innovative approach to training generative models, offering 

an alternative to traditional GAN methods. Introduced by [55], WGAN utilizes the Wasserstein distance to measure 

convergence between the generated and real data distributions. 

Conditional Generative Adversarial Nets (cGANs) introduce a novel framework for training generative models that 

allows data generation to be conditioned on specific inputs. As proposed by [56], cGANs extend the traditional GAN 

architecture by incorporating additional information, such as class labels or other data features, into the generator 

and discriminator models. 

Duo-GAN is a framework designed to tackle the challenges associated with heavily imbalanced datasets by 

generating synthetic data. Duo-GAN [57], leverages the strengths of generative adversarial networks to create 

balanced datasets that enhance model training. 

Synthetic Data Generation GAN (SDG-GAN) is a novel system introduced to generate synthetic data specifically for 

training supervised classifiers. As outlined by [58], SDG-GAN employs the principles of GANs to create realistic 

synthetic datasets that help mitigate the issues related to limited or imbalanced training data. Table 4 discusses 

existing applications of GANs. It shows how each technique aims to generalize the class balance by increasing 

minority classes in small and imbalanced datasets. 
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Table 4. Application of GANs 

Technique Contribution Findings 

GAN [59] Presents a novel data augmentation method 

using a GAN to address the challenge of 

imbalanced spectral data in the classification 

of material characteristics 

The proposed method enhances classifier 

performance compared to existing data 

augmentation methods. 

GAN 
Neural 

Transfer Style 

[60] 

Highlights the significant role of data 

augmentation in improving the generalization 

ability of DL models 

Neural Augmentation techniques outperform 

traditional methods in specific tasks. 

GAN [61] Presents a DL methodology for binary 

classification of network traffic by 

representing network flows as 2D images, 

leveraging a GAN and a CNN 

The proposed methodology improves 

predictive accuracy compared to existing 

intrusion detection architectures. 

GAN [62] Discusses various techniques used to improve 

the performance and stability of GANs, for 

instance 

GANs achieve this by deriving back-

propagation signals using a method with a pair 

of networks. 

CNN 
GAN [45] 

Implement a code visualization method and 

utilize GAN to generate more samples of 

malicious code variants. 

CNNs plus the GAN model can achieve a 

higher classification accuracy than related 

work. 

 

C. Hybrid Approach 

The hybrid approach techniques combine the strengths of SMOTE and GANs to address class imbalance in ML 

datasets. By integrating the ability of SMOTE to create synthetic samples with the generative capabilities of GANS, 

this hybrid approach not only increases minority class samples but also ensures that they are more representative of 

the underlying data distribution. 

1. SMOTified-GAN 

According to [63], SMOTified-GAN is an innovative technique that combines the strengths of SMOTE and GANs, as 

shown in Figure 3, to enhance the generation of synthetic samples for the minority class. This two-phase approach 

first utilizes SMOTE to create initial synthetic samples, which are then refined using a GAN to produce more realistic 

data distributions. 

This method significantly improves the quality and diversity of minority class samples, achieving performance gains 

of up to 9% in F1-score compared to other algorithms. SMOTified-GAN is particularly effective in scenarios where 

GANs alone may struggle due to limited minority class data. Its successful application across benchmark datasets 

highlights its versatility and effectiveness in improving classification performance in imbalanced datasets. 
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Figure 3. SMOTified-GAN Architecture 

2. GANified-SMOTE 

According to [7], GANified-SMOTE is a method that integrates GANS into the SMOTE process, as shown in Figure 

4, to enhance the generation of synthetic samples. In this approach, GANs are employed to create additional synthetic 

samples that complement those generated by SMOTE, ultimately aiming to produce a more balanced dataset. 

This technique has demonstrated strong performance across various datasets, particularly in financial fraud 

detection, where it effectively mitigates bias towards the majority class. GANified-SMOTE excels at handling varying 

amounts of generated samples, making it adaptable to different scenarios. Its ability to improve the accuracy of 

minority class predictions is especially valuable in domains like financial fraud detection, where class imbalance 

poses significant challenges. 

 

Figure 4. GANified-SMOTE Architecture 

METHODS 

The methods used are presented in this section. We outline the research design, data collection techniques and 

analytical strategies employed to investigate our research questions.  
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A. Data Preparation 

Data preparation is a crucial phase in the process of data analysis. This process involves converting the raw data into 

a format suitable for analysis [64]. This process involves two main tasks: data collection and data preprocessing.  

1. Data Collection 

Data collection involves gathering data from the Kaggle platform. Kaggle provides an extensive collection of datasets 

from various fields that allow users to explore, analyze and build models while engaging with a community of data 

scientists. Three publicly available datasets were used in this study, which are listed: 

• Credit Card Fraud Detection Dataset [65] 

• Titanic Dataset [66] 

• Pima Indians Diabetes Database [67] 

 

2. Data Preprocessing 

Data preprocessing is essential to transforming raw data into a clean and usable format before analysis or modelling 

[68]. This phase involves several steps: 

• Feature and Target Separation: Involves splitting the dataset into two distinct components, the features and 
the target variables 

• Feature Scaling: Involves adjusting the range and distribution of the input features to ensure that they are 
on a similar scale 

• Class Separation: Identifying the different classes in the target variable and splitting the dataset into various 
subsets based on these classes 

• Data Partitioning: Involves the separation of subsets for training and test sets 
 

B. Proposed Research Model 

The study aims to implement a hybrid approach that combines GAN with SMOTE, which is called GANified-SMOTE 

with Latent Factor. Classification tasks are performed by generating realistic synthetic samples for the minority class. 

By using GANs to create high-quality synthetic data and SMOTE to enhance this data further, the study aims to 

improve the representation of underrepresented classes.  

Figure 5 illustrates the integration of GAN with SMOTE to generate synthetic samples. It starts with actual samples 

extracted from a training dataset, which the discriminator evaluates to distinguish between actual and generated 

data. The generator creates synthetic samples using random noise with latent factors to replicate the characteristics 

of real samples. The discriminator uses a sigmoid loss function to measure its ability to classify the samples 

accurately. In contrast, the generator uses a mean squared error loss to evaluate its success in deceiving the 

discriminator. After generating these samples, SMOTE is applied to the GAN-generated data to increase the diversity 

of the synthetic samples and reduce reliance on dominant patterns, helping to avoid overfitting. The results of 

SMOTE are then combined with the original training dataset to create a balanced and comprehensive dataset for 

training. 
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Figure 5.  GANified-SMOTE with Latent Factor 

C. Model Performance and Evaluation 

It systematically evaluates the proposed research model's effectiveness and accuracy after its implementation. This 

phase includes various metrics and techniques to determine how well the model performs in classifying the data, 

especially identifying minority classes in imbalanced datasets. 

1. Experimental setup 

The experiment uses Python Jupyter Notebook version 7.2.0, which provides a flexible and interactive environment 

for performing data analysis and developing ML models. 

2. Parameter Settings 

Parameter setting is a crucial aspect in the development of ML models, as it involves the selection of values for various 

hyperparameters that significantly affect the model’s performance, stability during training and speed of 

convergence. In this study, the parameters used are: 

• Epochs: 10 

• Generator Learning Rate: 0.0002 

• Discriminator Learning Rate: 0.0001 

• Optimizer: Adam 

 

3. Performance Analysis 

Based on their training and assessment results, the performance analysis evaluates three classifiers (Random Forest, 

Gradient Boosting and Decision Tree). Each classifier is trained on a balanced dataset and tested on a corresponding 

set of performance metrics such as accuracy, recall, precision and F1-score as in (1) until (4). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
           (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
            (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
            (3) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
          (4) 

RESULTS 

Experimental results are presented in this section. It shows how different approaches to dealing with imbalanced 

datasets and preventing overfitting affected model performance. 
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Table 5. Classification Results with SMOTE for Imbalanced Datasets 

Dataset Classifier Accuracy Precision Recall F1-Score Time (s) 

Credit 

Card 

Fraud 

Detection  

RF 0.999454 0.890244 0.768421 0.824859 236.60 

GB 0.993973 0.195062 0.831579 0.316000 470.11 

DT 0.998132 0.463576 0.736842 0.569106 31.94 

Titanic RF 0.488095 0.357143 0.483871 0.410959 0.07 

GB 0.440476 0.309524 0.419355 0.356165 0.04 

DT 0.488095 0.342105 0.419355 0.376811 0.00 

Diabetes RF 0.746753 0.627119 0.685185 0.654867 0.09 

GB 0.798701 0.682540 0.796296 0.735043 0.13 

DT 0.733766 0.658537 0.500000 0.568421 0.00 

 

Table 5 presents the performance metrics of the classifiers (RF, GB and DT) across three different datasets. For the 

Credit Card Fraud Detection datasets, RF achieves the highest accuracy at 0.999454, indicating excellent model 

performance. In contrast, the Titanic dataset shows much lower accuracy across all classifiers with both RF and DT 

at 0.488095, suggesting that these models struggle to predict outcomes effectively for this dataset. The Diabetes 

dataset exhibits moderate accuracy, with GB performing the best at 0.798701. Accuracy highlights the classifiers’ 

varying effectiveness depending on the dataset, with RF consistently performing well in fraud detection tasks. 

Table 6. Classification Results with GAN for Imbalanced Datasets 

Dataset Classifier Accuracy Precision Recall F1-Score Time (s) 

Credit 

Card 

Fraud 

Detection  

RF 0.999772 1.0 0.845238 0.916129 36.05 

GB 0.999877 0.987342 0.928571 0.957055 243.09 

DT 0.998982 0.632653 0.738095 0.681319 4.70 

Titanic RF 0.726190 0.714286 0.571429 0.634921 0.06 

GB 0.797619 0.781250 0.714286 0.746269 0.04 

DT 0.726190 0.714286 0.571429 0.634921 0.00 

Diabetes RF 0.987013 1.0 0.960000 0.979592 0.09 

GB 0.993506 1.0 0.980000 0.989899 0.12 

DT 0.980519 1.0 0.940000 0.969072 0.00 

 

Table 6 compares the performance of three classifiers (RF, GB and DT) across three different datasets. In the Credit 

Card Fraud Detection dataset, GB outperforms the others with the highest accuracy (0.999877), excellent precision 

(0.987342), and the best recall (0.928571), making it the most effective choice. For the Titanic dataset, GB also leads 

with an accuracy of 0.797619, indicating its robustness in identifying positive cases. In the Diabetes dataset, all 

classifiers performed well, but GB again achieved the highest accuracy (0.993506) and intense precision and recall. 

GB consistently shows superior performance across the datasets, underscoring its effectiveness in various 

classification tasks. 

Table 7. Classification Results with SMOTified-GAN for Imbalanced Datasets 

Dataset Classifier Accuracy Precision Recall F1-Score Time (s) 

Credit 

Card 

Fraud 

Detection  

RF 0.999894 0.999789 1.0 0.999894 240.02 

GB 0.977912 0.986025 0.969654 0.977771 489.30 

DT 0.998215 0.997459 0.998982 0.998220 26.20 

Titanic RF 0.467290 0.492308 0.571429 0.528926 0.07 

GB 0.504673 0.525424 0.553571 0.539130 0.03 

DT 0.467290 0.492308 0.571429 0.528926 0.00 

Diabetes RF 0.790000 0.756522 0.861386 0.805556 0.10 
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GB 0.785000 0.758929 0.841584 0.798122 0.12 

DT 0.735000 0.744898 0.722772 0.733668 0.00 

 

Table 7 presents the performance metrics of three classifiers (RF, GB and DT) across three different datasets. For the 

Credit Card Fraud Detection dataset, RF achieves the highest accuracy at 0.999894, closely followed by DT at 

0.998215, while GB lags at 0.977912. RF also exhibits remarkable precision (0.999789) and perfect recall (1.0), 

leading to a very high F1-score of 0.999894. In contrast, the Titanic dataset shows significantly lower performance 

across all classifiers, with GB performing slightly better with an accuracy of 0.504673, while both RF and DT score 

the same at 0.467290. Lastly, the Diabetes dataset reveals that RF again outperforms the others with an accuracy of 

0.79 while both GB and DT show similar performance, around 0.785 and 0.735, respectively. These results illustrate 

RF's strong capabilities in the Credit Card Fraud Detection and Diabetes datasets, whereas all classifiers struggle with 

the Titanic dataset. 

Table 8. Classification Results with GANified-SMOTE for Imbalanced Datasets 

Dataset Classifier Accuracy Precision Recall F1-Score Time (s) 

Credit 

Card 

Fraud 

Detection  

RF 0.999965 0.999895 1.0 0.999947 379.45 

GB 0.986951 0.994527 0.966252 0.980186 746.66 

DT 0.999009 0.998701 0.998333 0.998517 34.41 

Titanic RF 0.760000 0.693878 0.557377 0.618182 0.09 

GB 0.760000 0.679245 0.590164 0.631579 0.05 

DT 0.760000 0.693878 0.557377 0.618182 0.00 

Diabetes RF 0.879365 0.877778 0.745283 0.806123 0.12 

GB 0.869841 0.849462 0.745283 0.793970 0.18 

DT 0.888889 0.851485 0.811321 0.830918 0.00 

 

Table 8 compares the performance of various classifiers on three datasets. For the Credit Card Fraud Detection 

dataset, the RF model excels with an impressive accuracy of 0.999965 and perfect recall, indicating its effectiveness 

in identifying fraudulent transactions with minimal false positives. GB and DT models also perform well, but with 

lower accuracy and recall than RF. In the Titanic dataset, all classifiers achieve the same accuracy of 0.76, suggesting 

that none are particularly strong in predicting survival outcomes, although precision and recall differ slightly. Finally, 

in the Diabetes dataset, the RF model again demonstrates robust performance with an accuracy of 0.879365 and a 

high F1-Score of 0.806123. The Decision Tree model also shows promise with the highest accuracy of 0.888889, but 

has slightly lower precision and recall. These results highlight the importance of selecting appropriate classifiers 

based on each dataset’s specific characteristics and requirements to achieve optimal performance. 

Table 9. Classification Results with GANified-SMOTE with Latent Factor for Imbalanced Datasets 

Dataset Classifier Accuracy Precision Recall F1-Score Time (s) 

Credit 

Card 

Fraud 

Detection  

RF 0.999971 0.999930 0.999983 0.999956 355.99 

GB 0.987971 0.994972 0.968884 0.981755 726.03 

DT 0.999015 0.998806 0.998245 0.998525 35.52 

Titanic RF 0.754286 0.680000 0.557377 0.612613 0.08 

GB 0.702857 0.591837 0.475410 0.527273 0.05 

DT 0.754286 0.680000 0.557377 0.612613 0.00 

Diabetes RF 0.882540 0.879121 0.754717 0.812183 0.12 

GB 0.857143 0.814433 0.745283 0.778325 0.18 

DT 0.866667 0.813725 0.783019 0.798077 0.00 

 

Table 9 presents the performance metrics of classifiers on the Credit Card Fraud Detection, Titanic, and Diabetes 

datasets, highlighting their varying effectiveness. In the Credit Card Fraud Detection dataset, the RF model excels 
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with an accuracy of 0.999971 and a recall of 0.999983, demonstrating its ability to identify fraudulent transactions 

accurately. The GB and DT models also perform well, but with lower recall for GB. For the Titanic dataset, both RF 

and DT achieve the same accuracy of 0.754286 but struggle with precision and recall, indicating challenges in 

predicting survival outcomes. The GB model performs even less effectively. In the Diabetes dataset, RF again shows 

strong performance with an accuracy of 0.88254 and a solid F1-Score of 0.812183, while GB and DT also maintain 

good accuracy. These results underscore the need to choose classifiers carefully based on dataset characteristics and 

the required balance of precision and recall for optimal prediction outcomes. 

In conclusion, the RF classifier, when utilized with the GANified-SMOTE with Latent Factor technique, demonstrates 

unparalleled effectiveness in managing imbalanced datasets, particularly excelling in the Credit Card Fraud Detection 

task with an outstanding accuracy of 0.999971 and near-perfect recall. This combination enhances the model's 

predictive capabilities and significantly reduces false positives, making it an optimal choice for critical applications 

such as fraud detection. The exceptional performance of RF paired with GANified-SMOTE with Latent Factor 

underscores the importance of selecting advanced classifiers and innovative techniques in machine learning, 

ensuring the highest levels of accuracy and reliability in classification tasks. 

CONCLUSION 

In addressing the challenges posed by imbalanced datasets, it is evident that traditional classification techniques 

often struggle to predict minority classes, leading to suboptimal performance in accurately predicting and increased 

false negatives. The results from the various classifiers applied across different datasets highlight the necessity of 

employing advanced strategies to mitigate these issues. Models can be significantly enhanced by incorporating 

methods such as SMOTE and its variations, improving their ability to recognize and correctly classify 

underrepresented instances. This not only clusters predictive accuracy but also elevates the model's overall reliability, 

particularly in critical applications where the cost of misclassification is high. 

Among the various approaches tested, combining the RF classifier with the GANified-SMOTE with the Latent Factor 

technique emerges as the most effective solution for handling imbalanced datasets. This integration achieves an 

exceptional accuracy of 0.999971 in the Credit Card Fraud Detection task, alongside near-perfect precision and recall 

metrics. The ability of this technique to generate synthetic instances while preserving the underlying data distribution 

allows the RF classifier to make more informed decisions, thereby minimizing false positives and enhancing overall 

performance. Such results underscore the effectiveness of combining robust classifiers with innovative sampling 

methods to achieve superior classification outcomes.  

Future research could explore several avenues to enhance the performance of classifiers on imbalanced datasets. One 

potential direction is the investigation of hybrid approaches that combine multiple sampling techniques, such as 

integrating GANified-SMOTE with other oversampling and undersampling methods to optimize data representation. 

Additionally, exploring the application of deep learning architectures in conjunction with these techniques may yield 

promising results, particularly in more complex datasets. Lastly, extending this research to real-world scenarios, 

where data may evolve, could provide insights into these models’ adaptability and long-term effectiveness, paving the 

way for more resilient and accurate predictive systems in various critical domains. 
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