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Mental Stress is the most prominent and pertinent issue nowadays in people all 

across the globe and can be considered a disease that needs to be addressed on time 

to avoid suicides. Artificial Intelligence plays a major role in resolving this societal 

issue by predicting the stress level. In this paper, a hybrid model using various 

Machine Learning algorithms is constructed to predict the stress based on some 

crucial parameters.  The constructed hybrid model is hyper-tuned with Adaboost 

and Bagging techniques and the model's accuracy was raised to 96.4%. The stacked 

model accurately predicts the stress level and can provide concrete insights into the 

reasons that are highly responsible for stress among people of all ages.  
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Introduction 

           Mental stress has become a pervasive and critical challenge in contemporary society, significantly 

impacting individual well-being, productivity, and overall quality of life (Barua et al., 2024). As 

technological advancements continue to transform healthcare and psychological research, machine 

learning techniques offer unprecedented opportunities to understand, predict, and potentially mitigate 

mental stress more effectively than traditional diagnostic approaches (Barua et al., 2024). The rapid 

proliferation of digital technologies, wearable devices, and continuous monitoring systems has 

generated vast amounts of physiological, behavioral, and psychological data. These rich datasets 

provide researchers with unique insights into the complex mechanisms underlying mental stress. The 

Predictive models which usually classify the stress levels based on multiple parameters are constructed 

by utilizing the various Supervised learning algorithms. The Psychological assessments that are usually 

considered in the predictive models are patterns of sleeping, heart rate, cortisol levels, etc., Conversely, 

unsupervised learning techniques can help uncover hidden patterns and clusters within stress-related 

data, potentially revealing novel insights into stress manifestation and progression that might not be 

apparent through traditional analytical methods. This research aims to bridge the gap between 

advanced computational techniques and mental health assessment by demonstrating the potential of 

machine learning in stress prediction (Gupta et al., 2023). By integrating diverse data sources and 

employing sophisticated algorithmic approaches, the study seeks to develop a comprehensive 

framework for early stress detection, personalized intervention strategies, and enhanced mental health 

monitoring. The significance of this research extends beyond academic exploration, offering potential 

transformative implications for healthcare professionals, mental health practitioners, employers, and 
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individuals seeking proactive stress management solutions. Machine learning techniques represent a 

promising frontier in understanding and addressing the complex phenomenon of mental stress. 

Literature Review 

(Tuarob et al., 2017), Mental health challenges like stress and anxiety can cause significant personal 

suffering and potentially lead to severe consequences. Accurately predicting an individual's mental state 

at present and in the future could be invaluable for healthcare professionals. Traditional mental health 

assessments rely on psychological experts conducting evaluations, but these methods have significant 

limitations. Current psychological assessment techniques are resource-intensive and time-consuming, 

which restricts their widespread application. Moreover, individuals may lack self-awareness about their 

mental state or feel uncomfortable during evaluations, potentially resulting in prolonged undetected 

mental health issues. This research aims to explore how advanced machine learning techniques can 

develop mathematical models capable of predicting an individual's current and future mental states.  

(Verma and Singh, 2023) Stress has emerged as a critical mental health challenge with far-reaching 

health implications, potentially triggering numerous medical conditions including heart disease, 

migraines, infertility, obesity, and insomnia. Early stress detection is therefore paramount for 

preventive healthcare. Traditional stress monitoring methods using complex electrode and wire-based 

sensor systems were often intrusive and uncomfortable for participants. In contrast, modern 

smartwatches offer a more convenient approach, integrating seamlessly into daily life while providing 

continuous physiological data tracking through built-in sensors that monitor heart rate and activity 

levels.  

(Ilias, Mouzakitis and Askounis, 2024), Social media platforms have become powerful tools for 

understanding mental health, as users frequently express their inner thoughts and emotions through 

online posts. Researchers have been exploring these platforms as potential avenues for early detection 

of mental health conditions like stress and depression. Previous research approaches have primarily 

focused on two methodological strategies: traditional feature extraction techniques combined with 

shallow machine learning classifiers. While transformer models have demonstrated notable 

performance improvements, they often struggle to capture comprehensive contextual knowledge. To 

address model reliability, the researchers implemented label smoothing techniques to improve both 

model performance and prediction confidence. By testing their approach across three publicly available 

datasets, they demonstrated significant performance enhancements when linguistic features were 

systematically integrated into transformer models. 

1. Research Methodology

The study addresses a very prominent and sensitive societal issue, i.e., mental health prediction. Mental

Health is the root cause of various allied diseases and problems like depression, and anxiety. If they are

not treated and cured on time, they can become fatal and lead to suicidal tendencies which is a great

threat not only to youngsters but to the entire society. In this research, the notion is to detect the mental

health of a person beforehand using supervised learning techniques so that they can be prevented and

cured on time. So, the dataset of 4,923 K instances is taken and has undergone various phases like pre-

processing, feature extraction, and classification. The prediction of mental health conducted earlier

through AI techniques in various state-of-the-art models has resulted in a very low accuracy and all the

parent models are inefficient in providing a strong insight to the datasets. The second, major drawback

was that all the state-of-art models are using lower-dimensional data sets with few instances. The

proposed model works on both aspects where the higher dimensional datasets are used and the higher

level of accuracy is also achieved.

Dataset Input and Processing:  A secondary data set with 4923K instances has been taken from

Kaggle with various attributes. The Snapshot of the dataset is as shown in fig below.
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Fig 1. Description of Dataset 

3.1. Proposed Algorithm 

START 

Input Dataset and Pre-processing  

Apply Supervised classification techniques to the Dataset 

Construct a hybrid Stacked model using Ensembling  

Training Data 

Apply Min-Max Algorithm  for Feature Extraction in the 

Stacked Model  

Optimize the model and Hypertune 

Bagging  Ada  boost  Random Forest 

Prediction on Training Dataset 

Crucial Parameters are calculated  

STOP 

Test Data 
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3.1.1. Description of Algorithm 

i. Data Preprocessing and Feature Extraction

First, the mental health dataset was collected from Kaggle, and data preprocessing was conducted,

where all the duplicate and null entries were removed using the appropriate imputation techniques.

Then, outliers were identified and treated using Statistical methods, including Interquartile range and

Z-Score methods. All the crucial features were identified and extracted through Autoencoding and Min-

Max Scaling to ensure consistent scale across different variables and mitigate potential bias in the

classification model.

ii. Classification Models

The Supervised Machine Learning Models were applied, The Dataset was trained on Logistic 

Regression, K-Nearest Neighbor, Support Vector Machine, Decision Tree and Finally Random Forest 

was used and the individual accuracies of all these models were calculated, after ensembling of these 

models, a stacked model is created and its accuracy is compared with the other models. The stacked 

model was tested against the various statistical parameters like Accuracy, R-Square, F1-Value, and 

Recall through the Confusion matrix The stacked model was way better than the individual models and 

it has a high accuracy of 97.76 percent which is quite better than the already existing state of the art 

models.  

iii. Splitting of Dataset

The Dataset of mental health is divided into two categories i.e., Training and Testing datasets where

70% of the dataset contributes to the training one, and 30% of the dataset is considered for testing

purposes to achieve accurate prediction and results.

iv. Calculation of Various Parameters against Stacked Model

The different parameters like Accuracy, F1 Call, Recall, R-squared value, and Precision-score, are

calculated for the various models like Logistic Regression, KNN, Decision, Random Forest, and

Bagging. Optimization of all the models is conducted with Ada boosting and Bagging and then a hybrid

stacked model is constructed and compared.

4. Result and Discussion

4.1.Performance Analysis Parameters 

The following are the various performance analysis parameters: - 

Accuracy:  Accuracy is one of the prominent metrics that is utilized to calculate the performance of the 

model and evidence domain recovery. This metric depicts the ratio of the data points that are 

successfully classified to the total no. of data points and is usually represented by the equation: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁

Precision: This metric is also used for evaluating the performance of the training data set and it is 

indicated as the ratio of correctly indicated positive data points to the total no. of indicated positive data 

points   

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃

Recall: Recall refers to the ratio of the corrected instances retrieved to the total no. of retrieved instances 

and it can be formalized as below:    
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𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁

F1 Score:  The F1 Score serves as a fundamental metric for evaluating classification model performance, 

offering a well-rounded assessment of how well a model makes predictions. By combining precision and 

recall into a single value, creates a balanced measure that helps data scientists understand their model's 

overall effectiveness. The mathematical formula, 2 * (Precision * Recall) / (Precision + Recall), takes 

the harmonic mean of these two crucial metrics.  

2 * (Precision * Recall) / (Precision + Recall) 

In this section, the results of the proposed model are presented along with a comparison with the 

existing schemes for various parameters.  

Table 1 Comparison of various ML Techniques against the performance Metrics 

Training 

Accuracy 

Testing 

Accuracy 

Precision Recall F1 Score 

Logistic 

Regressio

n 

75.97 76.24 81.88 84.28 83.06 

K-NN 69.45 69.12 69.20 99.68 81.69 

Decision 

Tree 

76.02 76.05 81.19 85.05 83.07 

Bagging 76.41 73.04 78.03 84.89 81.31 

Random 

Forest 

76.02 75.96 81.55 84.28 82.89 

Gradient 

Boosting 

76.03 76.02 81.15 85.07 83.06 

Stacked 

Model 

(Proposed

) 

93.24 96.02 92.86 92.07 93.08 

Table 1 presents the performance metrics for several machine learning models on a certain task or 

dataset. The metrics included are precision, F1 score, recall, Training accuracy, and Testing Accuracy.  

Looking at the specific model performance, Logistic Regression has the highest training accuracy at 

75.97%, but a lower testing accuracy at 76.24%. K-NN has fairly consistent training and testing accuracy 

around 69%. Decision Tree has a training and testing accuracy of around 76%. Bagging, Random Forest, 

and Gradient Boosting have training accuracy of around 76% and testing accuracy of around 75-76%. 

The "Stacked Model (Proposed)" has the highest testing accuracy at 96.02%. 

As depicted in Table 1, the dataset was trained on various classification models individually, Logistic 

Regression was used in Binary Classification. In K-NN 9 neighbors were taken to enhance the accuracy 

but the training and testing accuracy reached up to 69% approximately.  
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Figure 2. Comparative Analytics of Supervised Machine Learning with 

Parameters 

5. Conclusion

In this paper, it is assumed that the persons who are willing to take treatment are considered as the

patients suffering from depression. To make the appropriate predictions of patients before actually

going on the acute terms of depression, the various Supervised, Supervised Machine Learning

techniques like K-Nearest Neighbours with 9 neighborhood points, Logistic Regression, Decision Tress,

Bagging, Random Forest, Gradient Boosting, and finally the stacked model. The classification done

through the stacked model shows an accuracy of 93.08% which overpowers all other Supervised models

when utilized individually. It also indicates that growing Stress, change in Occupation, and family

history are the most prominent factors responsible for hampering the mental health of a person and

finally converge to Depression.
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