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In today's digital landscape, many systems exist to detect credit card fraud. This study seeks to 

investigate the various methodologies employed in Credit Card Fraud Detection, as well as the 

selection and pre-processing of datasets necessary for developing Machine Learning, Deep 

Learning, and Neural Network models. The research will encompass a range of models, including 

decision trees, logistic regression, neural networks, Gaussian kernels, mining-based neural 

networks, self-organizing maps, generative adversarial networks, ensemble learning techniques, 

AdaBoost, majority voting, deep convolutional neural networks, adversarial learning, fuzzy 

clustering, optimized light gradient boosting, anti-k nearest neighbor methods, calibrated 

probabilities, and bidirectional Long Short-Term Memory (BiLSTM) and Gated Recurrent 

Neural Networks. 
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INTRODUCTION 

Credit cards have become an integral part of contemporary life, providing unmatched convenience and flexibility in 

financial management. They enable a diverse array of transactions, ranging from everyday purchases to online 

shopping and travel expenses, while ensuring a secure payment process. Additionally, numerous credit cards feature 

rewards programs and other advantages that promote their use. However, alongside these benefits, there are also 

drawbacks; credit card fraud continues to be a major issue in the current digital landscape. Despite advancements in 

security measures, criminals continue to devise new strategies to exploit vulnerabilities in the system. Fraud can 

manifest through various techniques, such as skimming, phishing, data breaches, card-not-present transactions, and 

identity theft. 

LITERATURE SURVEY 

The application of conversational neural networks (CNNs) to the detection of credit card fraud is covered in Reference 

[1]. To categorize transactions as legal or fraudulent, the suggested CNN-based methodology uses offline training 

with a feature matrix constructed from transactional data, followed by real-time prediction. Classification, 

transformation, and feature selection are all steps in the process. CNNs lessen overfitting and aid in the management 

of big datasets. The feature matrix is created by converting transaction information into one-dimensional data. Four 

thousand of the 260 million transactions in the sample were fake. The CNN model proved its efficacy in fraud 

detection by outperforming other algorithms in terms of accuracy. 
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The paper [2] discussed the use of Meta learning in fraud detection. They developed a system comprising two key 

elements: Local Fraud Detection Agents and a Meta Learning Agent. 

By merging classifiers, meta-learning was utilized to improve fraud detection. 500,000 bank transactions from the 

United States were divided into training, validation, and testing datasets. The CART and ID3 algorithms were used. 

The findings revealed an 80% true positive rate and less than 16% false positives with balanced fraud and non-fraud 

data. For upcoming training, a sliding window approach was suggested. 

In reference [3], adversarial learning enhances the detection of credit card fraud by mitigating algorithmic attacks 

through the application of logistic regression. The SMOTE technique addresses class imbalance by oversampling. 

Classifiers that are aware of adversarial conditions demonstrate superior performance compared to static classifiers, 

with the area under the curve (AUC) increasing from 0.78 to 0.84. The performance of classifiers improves with each 

iteration, highlighting the efficacy of adversarial training methodologies. 

The document referenced as Paper [4] introduces CARDWATCH, a fraud detection system that employs a three-

layer neural network to detect credit card fraud. By simulating 323 transactions, it attained an 85% detection rate 

for fraudulent activities and achieved 100% accuracy in identifying legitimate transactions. Although there are 

certain limitations, CARDWATCH's modular architecture and intuitive interface facilitate its potential application 

in wider anomaly detection scenarios. 

The study presented in Paper [5] introduces a hybrid system for fraud detection that integrates fuzzy clustering with 

neural networks. Due to insufficient real-world data, synthetic data generated from a Gaussian distribution was 

utilized. The Fuzzy C-Mean algorithm was employed to evaluate suspicion scores, enabling the identification of high-

risk transactions. These scores were subsequently analyzed by a neural network utilizing the SGC backpropagation 

algorithm, which comprised five hidden layers. Implemented in MATLAB-2014, the system attained a classification 

accuracy of 93.9%. Future research will focus on evaluating additional methodologies. 

The study presented in Paper [6] investigates hyperparameter optimization aimed at improving LightGBM for the 

purpose of detecting credit card fraud. Two datasets were evaluated through five-fold cross-validation. LightGBM 

recorded AUCs of 90.94% and 92.90%, surpassing the performance of both Random Forest and SVM. However, the 

recall scores were comparatively lower, at 40.50% and 28.30%, indicating potential areas for enhancement. 

The study presented in Paper [7] evaluates two methods for probability calibration in fraud detection, which involve 

adjusting probabilities according to variations in bad rates and altering the ROC curve. Utilizing a dataset from a 

European firm, the RF algorithm, when applied with base rate matching, enhanced fraud detection rates, resulting 

in a 41.7% reduction in fraud and an increase in revenue amounting to 5,820 euros. 

The paper referenced as [8] explores the application of genetic algorithms in the detection of fraud. It describes a 

system that processes sets of fraudulent rules via a rule engine, allocates fields and priorities, and subsequently 

employs a genetic algorithm to detect fraudulent activities. This system is integrated within a user interface module 

designed for an applet viewer. 

The study presented in Paper [9] examines the imbalanced distribution of credit card transaction data, characterized 

by the infrequency of fraudulent transactions. It concludes that the Random Forest algorithm is more effective in 

recognizing legitimate transactions, whereas Neural Networks are superior in identifying fraudulent activities. 

Utilizing a publicly accessible dataset, the research integrates both algorithms to enhance overall accuracy. The 

training phase incorporated multiple configurations of neural networks alongside Random Forest models. To refine 

the parameters, cross-validation techniques were employed, with the objective of reducing misclassification rates 

and enhancing the precision of fraud detection, particularly by minimizing false negatives. 

The study presented in Paper [10] investigates techniques for balancing classes in credit card fraud detection, 

emphasizing oversampling methods such as SMOTE ENN and undersampling techniques like TL. It evaluates data-

level, algorithm-level, and ensemble approaches, concluding that both SMOTE ENN and TL enhance performance. 

Furthermore, the bagging method demonstrates superior results compared to other classifiers, with metrics such as 

AUC, sensitivity, and specificity validating their efficacy. 
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The study presented in Paper [11] investigates the use of Auto-Encoder (AE) and Restricted Boltzmann Machine 

(RBM) for the purpose of unsupervised detection of credit card fraud. Upon evaluation across three datasets, AE 

demonstrated the highest Area under the Curve (AUC) score of 0.9603. The ability of these models to adapt to 

changing fraud patterns and their capacity for real-time detection render them highly effective for managing large 

datasets in dynamic settings. 

Paper [12] explores machine learning and deep learning for credit card fraud detection using a Kaggle dataset. The 

BiLSTM-MaxPooling-BiGRU-MaxPooling model, based on bidirectional memory and gated recurrent units, 

outperformed classifiers like Naive Bayes, Voting, AdaBoost, and Random Forest. Data imbalance was addressed 

with techniques like SMOTE, random oversampling, and undersampling. The deep learning model achieved an AUC 

of 91.37%, surpassing machine learning models. Evaluation metrics included catching rate, false alarm rate, and 

Matthew’s correlation coefficient. Challenges such as incomplete fields and data preprocessing were discussed. The 

Decision Tree model showed good performance in machine learning tests. 

PROPOSED MODEL 

As per the references of [6] and [11], our proposed model uses Light Gradient Boosting Machine Learning (LGBM), 

as per [6] and [11], performs far better than the other algorithms. Our system compares XGBoosting, SMOTE, Light 

Gradient Boosting, and finds the transactions are legitimate or fraudulent, as shown in the figure. 

Step 1: Taking the Datasets and dividing them into the training and testing sets.  

Step 2: Then data is pre-processed to get the required features. 

Step 3: Providing training data to XGBOOSTING, LGBM to build a model.  

Step 4: Comparing using testing data to determine which performs better. 

 

Fig.1 Proposed Model 

IMPLEMENTATION 

Sample dataset 1: 
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Fig.2 XGBoost Confusion Matrix (DS1)  Fig.3 LightGBM Confusion Matrix (DS1) 

 

Fig.4 Combined Model Confusion Matrix (DS1) 

 

Sample dataset 2: 
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The Credit Card Fraud Detection dataset available on Kaggle comprises anonymized transaction attributes. The 

dataset includes the following columns:  

Time: The number of seconds that have passed since the first transaction, which helps identify temporal patterns 

such as spikes in fraudulent activity. 

V1 to V28: Features that have been transformed using Principal Component Analysis (PCA) from the original dataset, 

aimed at reducing dimensionality while maintaining variance; these columns lack direct interpretability due to the 

anonymization process. 

Amount: The monetary value of the transaction, which is instrumental in identifying potentially suspicious activities 

(for instance, transactions that are abnormally large or small). 

Class: The target variable where a value of 0 signifies a legitimate transaction and a value of 1 denotes a fraudulent 

transaction. 

This dataset serves as a foundation for machine learning models to identify patterns associated with fraudulent 

activities. 

 

Fig.5 XGBoost Confusion Matrix (DS2)                        Fig.6 LightGBM Confusion Matrix (DS2) 

 

Fig.7 Combined Model Confusion Matrix (DS2) 
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CONCLUSION 

The advancement of technology has resulted in a rise in credit card fraud, with fraudsters employing increasingly 

sophisticated techniques. In response, existing systems predominantly utilize machine learning models, such as 

XGBoost and LightGBM, which have demonstrated effectiveness in identifying fraudulent transactions. 

Nevertheless, as the requirements for fraud detection evolve, future developments may incorporate deep learning 

methodologies. Deep learning models, especially neural networks, possess the capability to develop more intricate 

and precise models for fraud detection, as they can learn complex patterns and manage large, unstructured datasets 

more efficiently than conventional machine learning algorithms. By leveraging deep learning, fraud detection 

systems could enhance their capacity to recognize new and emerging fraud patterns, thereby becoming more resilient 

and effective in protecting against credit card fraud in the future. This would signify a considerable advancement in 

the domain of financial security. 
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