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1. INTRODUCTION 

 

Consumer engagement has been profoundly influenced by the digitalization of the marketplaces in the modern 

world: it affects decision-makers behavior in marketplaces. Online reviews are a powerful form of social proof: 

among many other factors that influence transactional outcomes, these online reviews are especially influential 

factors [1]. Reviews by the users posted on platforms like Amazon, Yelp, TripAdvisor and Google reviews are 

not only peer reviews, but also include the ranking signals that affect algorithmic content placement [2]. Here, 

the authenticity of perceived reviews is directly related to the discoverability of the product, the credibility of 

the merchant, and the trust of the consumer. 

Faced with positive commercial implications of user-generated feedback, both genuine participation as well as 

malicious manipulation have been incentivized [4]. As the practice of fabricated reviews, made to vanity inflate 

or belittle a product or service, becomes a systemic threat to digital trust, increasing prevalence of such reviews 

emerges. Fake or deceptive reviews, which are usually referred to as reviews by these sources, tend to be created 

by sources of unknown purchaser experience [5]. Most of them are created by third-party agents, paid 

influencers, and even automated bots representing vested interests. Another estimate has shown that as much 
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Fake reviews on digital platforms are proliferating to a great extent, which is a 

challenge to the integrity of digital consumer ecosystems. This has put the 

development of reliable detection mechanisms as a critical research priority in 

influencing purchasing behavior and business reputation. In this paper, the rule-

based feature-engineered machine learning systems, deep neural networks, 

transformer-based architectures, and emerging intent-aware frameworks are 

comprehended concerning fake review detection. These approaches are then 

classified with respect to model structure, feature dependence, and domain 

adaptability introduced with the help of a structured taxonomy. This study compares 

existing methods and uses comparative analysis to identify key limitations including 

domain sensitivity, overreliance on textual content, lack of interpretability, and low 

adversarial robustness. It particularly focuses on detection strategies in the light of 

modeler intent while respecting reviewer behavior using persona-based architectures 

and contrastive embedding alignment. These approaches allow for zero-shot 

detection as a path to more generalizable and semantically grounded systems. The 

paper also brings out the need for standardized benchmarking practices, ethically 

sourced datasets, and interdisciplinary methods incorporating natural language 

processing, behavioral analytics, and explainable AI. This work aids in bringing these 

scalability, transparency, and ethical alignment solutions a step closer, by critically 

evaluating the current landscape and proposing new research trajectories for fake 

review detection. 
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as 15% of the published reviews in some sectors such as hospitality or electronics may be deceptive or 

unauthentic content [6]. 

The essence of the fake review detection problem is a subjective and subtle issue of natural language [7]. Often, 

deceptive reviews bear a resemblance to the style, tone, and structure of legitimate ones, rendering it very 

difficult for even human evaluators to identify these [8]. Moreover, it is not the case that fake reviews are only 

composed of explicit falsehood, as they may convey opinions that may well be semantically valid, but which are 

deceptive in intent. Traditionally, attempts to detect such content are complicated by the combination of 

surface-level plausibility and underlying manipulation. Traditional lines of defense, such as manual 

moderation, rule-based filtering keyword spotting, etc., which were standard in the past, have not been effective 

for these systems when generating texts from increasingly sophisticated techniques. 

Initial solutions Attempts to address this problem were made by the feature engineering methods – in which 

we constructed classification models that rely on human-predefined indicators, like review length, polarity of 

the sentiment, and frequency of reviews per user [10]. Features of these reviews were taken to train supervised 

learning algorithms such as Naïve Bayes, Support Vector Machines, and Decision Trees to distinguish 

(separate) fake from genuine reviews [11]. Though these models achieved only small accuracy on domain-

specific datasets, they were not very good. Their limited capacity to generalize over other product categories, 

languages, and review platforms was chief among them. The training data was also of variable quality and 

representativeness across studies, and these models were also heavily dependent upon it [12]. 

Later on, deep learning architectures were adopted for review classification when the field of natural language 

processing grew. From the text, RNNs, Long short-term memory (LSTM) models, and later on using 

Transformer based architectures like Bidirectional Encoder Representations from Transformers (BERT) and 

Robustly Optimized Bidirectional Encoder Representations from Transformers (RoBERTa) have been able to 

extract semantic vectors of higher dimensions [13]. They showed superior performance on several benchmark 

datasets and enabled deeper contextual understanding, reduced reliance on handcrafted features, and the 

ability to capture complex linguistic dependencies. Nonetheless, however, there are still limitations. In 

supervised settings, deep learning models trained on a domain depend on the pretraining, as they tend to be 

sensitive to domain shifts and often need retraining or fine-tuning when applied to a new context or a new 

category of reviews [14]. In addition, these models tend to be black boxes that provide little to no 

interpretability in the deployment of the real world. 

However, the situation has gotten even more confusing with the escalation of generative artificial intelligence. 

Due to the availability of highly capable language generation systems, such as GPT-based architectures as well 

as domain-specific synthetic review generators, the distinction between the reviews being human-written and 

machine-generated reviews is becoming more challenging [15]. These systems can give fluent output, 

appropriately contextualized, and emotionally nuanced output that is stylistically acceptable for a given review 

platform. Recent rapidly evolving adversarial tactics [16] hence make current detection models often obsolete. 

One of the most persistent problems in this domain is the lack of high-quality labeled datasets [17] and beyond 

methodological limitations. Cohort of large-scale model training datasets for deception were usually subjective, 

the law and ethics associated with user privacy have impeded to construct large-scale ground truth datasets for 

models. However, several benchmark corpora have been developed such as the Ott Deceptive Opinion Spam 

Corpus and the Yelp Chicago dataset (YelpCHI), but these are not diverse with respect to the domain coverage, 

linguistic variations, and the complexity of the review intent. In many cases, they are derived from processes 

or environments that are artificially synthetic and their ecological validity comes up. 

Therefore, there has been an emerging research direction that has begun to look at other paradigms that do not 

simply allow static feature extraction or purely text classification [19]. An interesting and potentially fruitful 

course of action turns out to be simply modeling the underlying intent behind the review, as opposed to 

focusing on its linguistic and structural characteristics. Thus, we can solve fake review detection as an intent 

inference task, to properly understand how close the expressed opinion is to a review and how much the 

reviewer’s inferred motive or behavioral profile matches. This paper addresses a method to overcome mere 

surface-level measurements by incorporating reviews into the context of user activity, historical consistency, 

and emotional variance. 
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This emerging paradigm involves the latent representation of reviewer identity as one of reviewer persona 

modeling that constructs latent harbinger of reviewer identity over multiple reviews. Temporal frequency, 

emotional distribution, stylistic entropy, and contextual repetitiveness are all included as features for these 

personas [18]. Without relying solely on individual review content, inconsistencies can be identified that 

indicate deception by comparing current reviews to inferred persona. Such models also allow the detection of 

coordinated fake review campaigns by detecting clusters of similar but coordinated personas that exhibit 

congruent behavior [7]. 

A second major direction is developing systems that are capable of zero-shot detection – that is, they do not 

have to be retrained nor retask adapted when deployed in new domains. This is unlike traditional models where 

their performance degrades when the models are tested on different categories for which the models are never 

trained [21]. Specifically, in these systems, fake reviews are discovered not through learned patterns, but using 

semantic dissimilarity to legitimate reviewer intent spaces over reviews from outside the original training 

context. 

The shift in its conceptual view that aims for intent-driven and domain-independent detection strategies 

further corresponds with the intended building of a scaleable, resilient, and ethically defensible information 

system for managing information quality. Such an integration of multi-view learning, that is, the integration of 

both textual content and behavioral metadata, with interpretability frameworks, provides a strong foundation 

for the next generation of fake review detection technology. In addition, these methods help with regulatory 

compliance by facilitating the explanation of model decisions, which has become increasingly important in 

applications, where the law requires transparency and fairness. 

The need for dynamic and flexible detection systems will continually be magnified in the digital review 

ecosystem and against both human and artificial contributors who are shaping it. This field needs a change of 

paradigm from retroactively classifying research done in this field on the basis of a static set of features to 

prospectively modeling research from a behavioral theory, linguistic intention, and cognitive alignment. Such 

a trajectory represents a more profound understanding of deception, not just as a lapsed phenomenon 

constructed once and for all, but rather through a communicative gesture given within a relational and socially 

oriented behavior. 

 

2. RELATED WORK 

 

Over the last two decades, studies in deception opinion detection have seen significant improvement. Surface-

level heuristics and rule-based methods were used early on; however, it then went towards supervised learning, 

behavior modeling, and deep contextual language understanding. This trajectory of development is a clear 

transition from manually engineered indicators to data-driven representations with the help of large-scale pre-

trained models [22]. In addition to the content-based analysis, some recent research has also presented multi 

or modal and intent-based detection techniques to enhance the robustness of domains as well as decrease the 

dependency on the training data. 

 

2.1 Rule-Based and Statistical Methods 

The initial approaches of fake review detection were based on rules and statistical anomalies in textual data. 

Conditioned on the process of predefined lexical or behavioral rules, these methods were constructed with 

overly positive adjectives, extremely first-person pronouns, excessive punctuation, and so on [23]. In Jindal et 

al, they proposed one of the basic models for spam detection using text similarity and duplicate detection 

methods on Amazon datasets. Specifically, their work pointed out that unnatural patterns of deception can be 

identified by their observed textual repetition, lexical frequency, and similarity between reviews via the cosine 

metric [24]. 

Although these methods worked well on such datasets in the small (and somewhat homogeneous) case, they 

did not scale well when presented with stylistically varied or adversarially generated reviews. Finally, rule-

based systems could not adapt, and subtle or well-crafted deception could not be handled. Consequently, these 
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weaknesses led to the adoption of learning-based models that could learn complex relationships in text + 

metadata. 

 

2.2 Supervised Machine Learning Approaches 

From the early 2010s to this, fake review detection has been dominated by the methodology of supervised 

learning. Labeled datasets that included fake and truthful reviews were used for training these models to learn 

to discriminate based on engineered features. In these models, the features used were generally in four 

domains: the review text’s lexical and syntactic features, behavioral features of the reviewer and posting 

frequency, and product-specific contextual information [11]. 

 

 

Model 

Textual 

Features 

Reviewer 

Behavior 

Temporal 

Patterns 

Product 

Context 

Naïve Bayes Yes No No No 

Support Vector Machine (SVM) Yes Yes No Yes 

Random Forest Yes Yes Yes Yes 

Decision Tree Yes Yes Yes No 

Table 1. Representative supervised machine learning methods and their typical feature 

domains 

 

The use of supervised learning significantly improved performance over rule-based approaches. Supervised 

learning performed much better than any rule-based approach. Although, these models were still very sensitive 

to the particular characteristics used at training. For this reason, when models trained on Yelp reviews were 

applied to Amazon and TripAdvisor datasets, they were not able to generalize because of differences in writing 

style, length of the content, and vocabulary [25]. Apart from this, the manual extraction of features introduced 

researcher bias and needed domain expertise. 

 

2.3 Deep Learning and Contextual Representations 

This motivated a shift from using feature engineering for dealing with text data, whose limitations prompted 

the use of deep learning models able of learning hierarchical representations of text data without human 

intervention [26]. The first deep architectures applied to fake review detection are Convolutional Neural 

Networks (CNNs) and Recurrent Neural Networks (RNNs) [27]. RNNs tried to learn a sequential dependency 

in the sentences while CNNs were trying to learn it on a local n-gram basis. 

However, more recent approaches have exploited transformer-based language models (such as BERT, 

RoBERTa [28], or DistilBERT [11]) for deception detection since they are outperforming in various text 

classification tasks. They were trained by pretraining with large corpora and then fine-tuned on task-specific 

ones. 

The condition had been eased by deep learning models; it no longer required manual feature extraction, but it 

brought other problems. Reduced interpretability, dependency on large-scale labeled data for fine-tuning, and 

poor performance under domain shift were the most troublesome issues they faced. In addition, heavy 

hardware resources and computation time were usually needed for pre-trained models, making the adoption 

of pre-trained models impractical for real-time systems or on-device applications. 

 

2.4 Reviewer Behavior and Network-Based Models 

Similar to the exploration of text classification model, some authors have investigated the modeling of review 

behavior for the purposes of spotting suspicious accounts or leafing out coordinated spam campaigns [29]. 

They leveraged metadata ranging from reviewer rating distribution, temporal burstiness, review duplication 

rate, and more, even social tie counts among reviewers and products. 

The SpEagle model was one of the notable contributions in this domain, by which a reviewer-product-review 

graph was built and solved using belief propagation under the combination of textual and behavioral indicators 
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[30]. Reputation score computation, trust propagation, and outlier detection were other methods being focused 

in temporal series of reviews. 

In other cases where text alone is not sufficient to detect the patterns, behavioral models were advantageous in 

that they could detect imperceptible patterns, such as in certain scenarios where bot-generated content or 

adversarial text obfuscation is present. However, these models required a large amount of access to reviewer 

metadata, which is often restricted for these sorts of reasons. 

 

2.5 Domain Adaptation and Cross-Domain Detection 

The problem of domain dependence [32] is the one of the most pressing challenges in fake review detection. 

One type of data, such as restaurant reviews models, tend to perform poorly while tested on a different domain 

(electronic, apparel [33]). Based on this observation, methods of domain adaptation have been developed with 

the goal of generalizing detection capabilities to contexts. 

Some of the authors used adversarial training frameworks with feature representations that minimized 

domain-specific divergence. There have been others who applied transfer learning using shared encoder 

decoder structures, using which the information from different domains was jointly learned. Among such 

methods proposed by Ren et al. are multi-level feature fusion using GloVe embeddings, syntactic annotation, 

and document-level emotion classification using DistilBERT [34]. Without the need for retraining, the model 

achieved competitive accuracy in the restaurant and healthcare domains. 

Although domain adaptation has made progress thus far, it is still a partially solved problem. Even many of the 

state-of-the-art models still rely on a lot of overlap between source and target domains or need partial 

supervision for the threshold calibration. 

2.6 Limitations in the Literature 

The key limitation for all existing approaches is content over reviewer intent. Semantically valid deceptive 

reviews, or any motivated by promotional contracts, incentivization schemes — or adversarial strategies, for 

example, [35]. Thus far few models have tried to infer why the review was written rather than how they were 

written. 

Last but not least, reviewer persona modeling is another underdeveloped area where the realistic long term 

behavioral patterns are used to build latent personality profile. The existence of these profiles can also tell when 

there is deviation indicative of deception, such as a single user writing multiple reviews over time [36]. 

Finally, existing solutions are still not applicable since no cross-lingual models and multimodal datasets exist. 

Nearly all models are monolingual and trained on data from English languages, which means they are not very 

relevant for multilingual or cross-cultural situations. 

 

Time Period Approach Models Focus Area Limitations / Notes 

2007–2011 Rule-based Pattern matching, filters Repetition, 

duplicates 

High false positives, no 

adaptability 

2012–2015 Feature-

based ML 

SVM, RF, Naïve Bayes Handcrafted 

features 

Domain-specific, poor 

generalization 

2016–2019 Deep 

learning 

CNN, LSTM, BiLSTM Semantic feature 

extraction 

Opaque, data-intensive 

2020–2023 Transforme

r models 

BERT, RoBERTa, 

DistilBERT 

Contextual 

embeddings 

Costly, domain-limited 

2024–2025 Intent & 

persona 

Zero-shot, contrastive nets Reviewer 

modeling, intent 

Underexplored, lacks 

diverse datasets 

Table 3. Timeline of methodological evolution in fake review detection (2007–2025) 

 

3. TAXONOMY OF FAKE REVIEW DETECTION TECHNIQUES 

 

Over several paradigms, the field of fake review detection has incrementally enriched its capabilities and 

offered unique and new problems. This section presents three principal axes along which the detection 
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techniques can be structured into a taxonomy, namely: the type of computational model, the type of features 

used, and the degree of generalization between domains. There are again five main categories of methodological 

taxonomy, including rule-based systems, feature-engineered machine learning models, neural network-based 

deep learning models, transformer-based contextual models, and finally emerging intent-aware approaches 

[37]. The difference between each class is not only how it computes but also how it is interpretable, what types 

of domains it can be flexible, and whether it can be scaled. 

 

3.1 Rule-Based Systems 

Rule-based detection systems were the first class of fake review detection techniques. These systems have relied 

on a predefined set of heuristic rules that are developed based on observations of deceptive language patterns 

or behavioral anomalies. For instance, rules may be put in place, defining, for example, a maximum number of 

characters, the frequency of punctuation, the presence of aforementioned adjectives, as well as the frequency 

of self-referencing pronouns [38]. In other cases, passive voice or other non-standard grammatical structures 

can also be encoded in the detection criteria. 

On the other hand, rule-based systems are easy to implement and interpretable, however with poor 

adaptability. Rule design is also selectively handcrafted, and as spam evolves, making rules brittle. Moreover, 

such systems are also incapable of discovering latent semantic evolutions or strategic manipulations not 

following known heuristics. For such reasons, they are usually not used as standalone solutions in modern 

systems. 

 

3.2 Feature-Based Supervised Learning 

Feature-based supervised learning is a critical milestone in fake review discovery. In contrast to rule-based 

systems which are based solely on manually created heuristics, these models are trained on labeled corpora 

and learn to classify reviews by statistical pattern discovery over the feature vectors. Typically, these vectors 

are constructed from attributes taken from four key domains: Textual content, reviewer behavior, transient 

exercise, and product area-related metrics [40]. 

Typically, textual features have lexical richness, sentiment polarity scores, part of speech frequency 

distributions, syntactic complexity measures, and vocabulary diversity. The reviewer-centric attributes are 

based on the number of reviews posted by a user, average review length, deviation of rating from the product 

average, and temporal distribution of how they are posted [41]. The temporal features capture burst activity or 

frequency change over time as well as intervals between consecutive reviews. Product-centric features are 

either the representation of an overall reputation of the item being reviewed, average sentiment divergence, or 

anomaly in aggregated ratings [42]. 

In this category simple classifiers including SVM, Naïve Bayes, Decision Trees, or Random Forests are often 

used. The training data is used to learn a decision boundary or ensemble decision space for these models, and 

this is then used to make decisions on the reviews that are new, or unseen. This methodology has its main 

strength in the possibility of being computationally cheap, whereby domain knowledge in the form of an 

interpreter can be incorporated into the detection process. 

Still, to a large extent, the big limitation here is that feature extraction is handcrafted. The selection and design 

of the features are normally subjective and require domain knowledge as well as iterative optimization. For 

example, since reviews from one domain (e.g., restaurants) rarely generalize well to other domains (electronics, 

apparel, etc.), due to differences concerning language usage, customer expectations, and customer 

demographics, models trained on reviews from one domain will tend to perform badly on other domains [43]. 

Furthermore, the models' vulnerability to adversarial manipulation where the deceptive content is placed such 

that it evades all known feature thresholds but mimics real reviews in appearance is highly sensitive to minor 

stylistic changes. 

 

3.3 Deep Learning Architectures 

Although deep learning brought in a new paradigm towards fake review detection [44]. Whereas, in neural 

models, the raw review text is used directly to construct hierarchical representations without the need to 
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manually create features. Since there is little or no long-range dependency in text, the most commonly used 

architectures are Convolutional Neural Networks (CNNs) to capture local n-gram dependencies and Recurrent 

Neural Networks (RNNs) e.g. Long Short Term Memory (LSTM) networks to capture long-range dependencies 

[45]. 

We made great progress using deep learning methods in terms of accuracy and robustness. LSTMs were good 

at capturing stylistic patterns over whole reviews whilst CNNs did effectively model short phrases and 

sentiment markers [46]. For these more complex architectures, we also saw performance increase with the use 

of Bidirectional Long Short-Term Memory (BiLSTMs) as well as attention-based mechanisms to give higher 

weights to semantically rich tokens [47]. 

However, deep models suffer from lack of interpretable and they need a large block of labeled data to train. In 

addition, their domain specific training is portable only if very well-tuned for a different dataset. 

 

3.4 Transformer-Based Contextual Models 

Transformer-based architectures like BERT (Bidirectional Encoder Representations from Transformers) [28], 

Robustly Optimized BERT Approach (RoBERTa) [28], DistilBERT[28] have redefined text classification tasks 

by robustly developed contextual embedding. These models are pre trained on large corpora using language 

modeling objectives, then they are fine tuned on downstream classification such as outputting fake review 

detection. 

The key advantage of transformer models is their capacity to learn bidirectional context, polysemy, and to pay 

attention to relevant parts of the input using self attention mechanisms. On standard benchmarks like YelpCHI, 

Ott and Amazon [48] these models are able to achieve superior performance. 

Nevertheless, transformer models also have high computational overhead and often are very hard to first train, 

involving the fine-tuning in the specific domain. This is because of the black box nature of their behavior in 

explainability, presenting a problem when they are used in regulatory or customer facing applications. 

 

3.5 Intent-Aware and Persona-Based Modeling 

We are at the start of the emergence of a new class of models that rethink fake review detection as an intent 

classification problem instead of a binary classification problem on text. These models reason about the 

intender behind the review, rather than the content of the review, such as if the intent is malicious, promotional, 

malign, or neutral feedback [7]. 

The reviewers’ persona is formed by integrating reviewer signals into the history, sentiment trajectory, review 

style, and emotional variance. These can be thought of as latent profiles constituting reviewer consistency, 

credibility, and engagement style over time and products [49]. Such models allow for zero-shot detection where 

a reviewer’s behavior in a new domain can be detected by highlighting misalignments between the current 

behavior of the reviewer and his/her historical intent profile [50]. 
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Figure 1. Conceptual architecture of persona-based fake review detection using intent 

alignment 

 

The workflow of a reviewer persona based fake review detection model as illustrated in this architecture. 

Through its usage of historical behavioral and linguistic patterns, it profiles the reviewers, aligns the current 

review’s latent intent with the persona model, and classifies the review as genuine or unauthentic based on this 

alignment. 

 

Category Interpretability Cross-Domain 

Performance 

Labeled Data 

Requirement 

Current Maturity 

Rule-Based High Low Low Legacy 

Feature-Based ML Medium Low Medium Common 

Deep Learning 

(CNN/LSTM) 

Low Medium High Mature 

Transformer Models Low Medium to High High Cutting-Edge 

Intent/Persona-

Based Models 

Medium to 

High 

High Low to Medium Emerging 

 

Table 3. Comparative overview of fake review detection methodologies 

A taxonomy of the techniques is presented both as a view of the progression of techniques and the current gaps 

in the field. The traditional models are not adaptive, whereas the current models provide interpretability. 
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Performance gains come with opacity and limited transfferability from the deep models [51]. By choosing 

intent-driven paradigm, we demonstrate a conceptual shift towards modeling of deception as a cognitive 

process in contrast to a surface level artifact that would afford new breakthroughs in robustness and generality. 

 

4. COMPARATIVE ANALYSIS OF APPROACHES 

 

Since there exist many techniques in fake review detection, a comparative framework beyond accuracy metrics 

is required [7]. Building model effectiveness on benchmark datasets is an important indicator of the model’s 

effectiveness but other factors like generalizability, computational complexity, interpretability, data 

dependence, and adversarial manipulation robustness are also important measures if this model will be 

deployed in the real world. This section provides quantitative benchmarks and qualitative characteristics of the 

major methodological classes introduced in the taxonomy. 

 

4.1 Benchmark Accuracy Across Datasets 

In all of the studies metrics used for evaluation include accuracy, precision, recall, F1-score, and AUC-ROC. 

Nevertheless, these metrics are often reported inconsistently about unnecessarily different datasets, data splits, 

and preprocessing methods. Results of the most commonly used benchmark datasets (Ott, YelpCHI, Amazon 

Reviews) are summarized in Table 4 and these scores are compared to common representative models across 

each methodological class. 

 

Model Type Model Name Dataset F1-Score (%) Reference 

Rule-Based Heuristic Engine YelpCHI 63.5 [52] 

Feature-Based ML SVM Ott 82.1 [53] 

Deep Learning LSTM YelpCHI 86.7 [54] 

Transformer-Based RoBERTa Ott 90.8 [55] 

Intent/Persona Modeling ContrastiveNet Cross-domain 88.2 [56] 

 

Table 4. Reported F1-scores of representative models on standard fake review detection datasets 

Results indicate that transformer-based models are generally more superior than earlier ones at F1 score. 

Nevertheless, our findings show that intent modeling and persona synthesis of the reviewer increase 

perfromance at the cross-domain generalization without great sacrifice in performance while relying less on 

superficial lexical patterns and more on the context of behavior. 

 

4.2 Cross-Domain Generalizability 

It is well known that many models, especially supervised learning-based models, heavily rely on coming from 

a domain with specific training data. Classifier trained on restaurant reviews often underperform when used 

on electronics or fashion reviews because style deviates, consumer expectation varies and the reviewer 

demographics change. Finally, Table 5 depicts the cross-domain performance of transfers among studies that 

report the performance on a specific domain explicitly. 

 

Source Domain Target Domain Model Type Performance Drop (%) Reference 

Yelp (food) Amazon (tech) SVM 18.3 [53] 

Amazon (books) TripAdvisor (hotels) CNN 12.6 [54] 

Yelp (hotels) Doctor reviews RoBERTa 9.1 [55] 

Table 5. Cross-domain performance drop in fake review detection 

With traditional models, when using new domains, performance severely degrades, there is no retraining 

required. On the other hand, intent aware models and contrastive alignment techniques have shown a much 

better transfer performance of abstraction over domain specific vocabulary and using intent distribution as 

opposed to text patterns. 
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4.3 Interpretability and Transparency 

The factor of interpretability continues to be an important one for applications that require that fake review 

detection outputs be auditable, explainable, or legally justifiable. Rule-based systems are the one of most 

interpretable systems whose decisions are based on explicit heuristics. Second, feature-based models can also 

be transparent, if the features are understood and visualizing decision boundaries is possible [57]. Despite this, 

deep learning and transformer models are typically “black box” opaque, leaving it to post hoc explainability 

techniques like SHAP or LIME to discover which tokens or segments influence the model the most [58]. 

Introducing an intermediate level of interpretability is done using persona-based models. Although these 

internal embeddings are abstract, their alignment of current and historical intent is visualized, which is an 

intuitive justification for classification outcomes. For instance, if an author who has always been writing 

detailed, neutral reviews suddenly submits an unbalanced highly polarized piece, that too can be flagged for 

personal deviation [59]. 

 

4.4 Robustness to Adversarial Manipulation 

With the coming of large language models that can spew out coherent, human-like text, fake review generators 

have gotten much more sophisticated. Paraphrasing or token substitution is trivial for bypassing rule-based 

and feature-based classifiers. Despite being very semantic sensitive, even transformer models can be fooled 

with style-preserving adversarial attacks [38]. Few studies have explicitly tested robustness concerning 

adversarial settings and even less with active defenses. 

In this area, intent-based models promise a piece of good news. These can, however, detect deception even 

where the linguistic plausibility of the review text is taken care of because they are made up of behavioral 

patterns and historical context [7]. For example, suppose a reviewer began writing with a new style, in tonality 

that is different from a review-persona’s past writing, or posted reviews with a much higher or lower review 

density compared to their past writing, the model can signal the review without referring to the superficial text 

content. 

 

4.5 Data Efficiency and Annotation Constraints 

The creation of large and error-free labeled datasets is highly expensive, and error-prone, and also requires the 

use of expensive human labelers. The problem of labeling deception is inherently subjective and all publicly 

available datasets that utilize deception, are either synthetically generated or derived from opaque platform-

level filters [11]. Deep learning models require even bigger datasets for training, and this issue is amplified by 

it. 

In particular, unsupervised or semi-supervised contrastive learning based data efficiency are achieved using 

persona based systems. Since they can be trained using fewer labeled examples and can still separate 

meaningful deceptive versus genuine profile distributions (by modeling distributions rather than absolute 

classes), they are more robust to small amounts of outliers and are more efficient in requiring data labeled only 

for intent. They are also useful in settings that lack labeled data or such data is unreliable. 

 

Methodology Accuracy Generalization Interpretability Robustness Data Efficiency 

Rule-Based Low Poor High Very Low High 

Feature-Based ML Medium Poor Medium Low Medium 

Deep Learning 

(CNN/LSTM) 

High Medium Low Medium Low 

Transformer 

Models 

Very High Medium-High Low Medium Low 

Intent-Persona 

Modeling 

High High Medium-High High Medium-High 

Table 6.  comparison of fake review detection approaches 
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The results of this assessment show the tradeoffs inherent in existing approaches. However, transformer 

models are more resource-intensive and harder to explain. Intent-aware frameworks have a balanced profile 

across all categories, which may provide the most balanced profile and future systems should incorporate all of 

the three methods (intent modeling, longitudinal reviewer analysis, and contrastive alignment) to attain robust, 

interpretable, and scalable detection. 

 

5. DATASETS AND BENCHMARKING PRACTICES 

The availability and quality of benchmark datasets play a critical role in the development of fake review 

detection systems. The datasets used for model training, evaluation, and comparison are used in these. 

However, building deception-oriented corpora is difficult for reasons of the lack of clear ground truth, the 

subjectivity of deception, and ethical constraints on user data. As a result, researchers have used a combination 

of controlled, synthetic, and weakly labeled datasets that, have their respective advantages and disadvantages 

[62]. This section provides a list of the most commonly used datasets in the literature and explains their 

architectural properties, compares such properties to the commonly used datasets in the literature, and 

analyzes the benchmarking common practices such as evaluation metrics and methodological gaps. 

 

5.1 Publicly Available Datasets 

Ott Deceptive Opinion Spam Corpus was one of the first and most structured datasets of fake review detection. 

Specifically, it contains 800 deceptive and 800 truthful hotel reviews, which used deceptive content populated 

through Amazon Mechanical Turk, and truthful reviews collected on TripAdvisor [1]. Being able to control it, 

and also balance it out to have classes this way, this dataset has been used so widely for foundational model 

training and testing. Nevertheless, the synthetic generation process of these deceptive reviews precludes 

ecological validity, since crowd-generated reviews may be devoid of the subtlety, and the real-world motivation 

observed in naturally occurring opinion spam. 

YelpCHI is a dataset that is based on Yelp’s internal filtering system, whereby reviews labeled as ‘filtered’ are 

considered to be deceptive, and those labeled ‘recommended’ are considered truthful. The variety of businesses 

included in this dataset includes restaurants, service providers, and retail facilities [53]. First, due to its size 

and diversity, it’s superior in scale and diversity than smaller datasets; and second, it lives about reality through 

its foundation in actual platform behavior. However, though the labeling criteria are proprietary and opaque, 

the validity of ground truth is still an issue of concern. Furthermore, the dataset does not include any detailed 

behavioral metadata of reviewers which reduces its application to modeling by behavior and persona. 

The second very large resource is the Amazon Review Corpus, which covers hundreds of millions of product 

reviews across various categories, e.g. electronics, clothes, books, and house things. However, Amazon does 

not itself annotate fake reviews—researchers instead take heuristic labeling strategies like detecting nonverified 

purchase reviews, extreme rating deviations, or too high review frequency as proxies of deception [54]. The 

large-scale experiments are realized with this weak supervision and it is applicable for domain adaptation 

studies. In addition, the metadata richness of the dataset with timestamps, reviewer IDs, and product 

hierarchies is perfect for time, behavior, and multi-modal research. However, the use of heuristics leads to label 

noise and the scale of the dataset necessitates a large amount of preprocessing and resource requirements. 

Widely used corpora include YelpZip and YelpNYC which are region-specific reviews from Yelp. These datasets 

have an identical labeling methodology to YelpCHI but make possible spatial and regional analysis [54]. These 

corpora were used to study geo-linguistic variation in spam patterns and to explore the effect of location on 

review trustworthiness. Furthermore, several less formally standardized datasets are extracted from 

TripAdvisor, Expedia, and medical review plate forms [55]. Rich domain-specific content like doctor or hospital 

reviews are offered by these sources and they are widely used in transfer learning and cross-domain 

generalization setups. However, they are rarely publicly accessible and are annotated in terms of internal or 

researcher-defined criteria. 

 

 

 



Journal of Information Systems Engineering and Management 
2025, 10(42s) 

e-ISSN: 2468-4376 

 

https://www.jisem-journal.com/  Research Article 

 

 1281 Copyright © 2024 by Author/s and Licensed by JISEM. This is an open access article distributed under the Creative Commons 

Attribution License which permits unrestricted use, distribution, and reproduction in any medium, provided the original work 

is properly cited. 

 

5.2 Dataset Properties and Comparison 

Table 7 presents a comparative summary of the most influential datasets. This table compares datasets based 

on their size, domain, labeling type, metadata availability, and public accessibility. It points out the inherent 

tradeoff between realism and control. Ott (and related datasets like FB15k) are datasets with high control but 

low realism, Amazon and/or Yelp are datasets with more general domain coverage but have ambiguity in label 

fidelity that comes from heuristic or proprietary label mechanisms. 

 

Dataset Name Size Domain Labeling Type Metadata 

Included 

Publicly 

Available 

Ott [62] 1600 Hotels Crowdsourced No Yes 

YelpCHI [63] >60,000 Mixed (Yelp) Platform-filtered Limited Yes 

Amazon Reviews [64] >1M Multi-product Heuristic Yes Partially 

YelpZip/YelpNYC [65] ~50,000 Food/Retail Filtered Yes Yes 

TripAdvisor/Expedia [66] Varies Hotels Mixed Partial Partially 

Table 7. Summary of key datasets used in fake review detection 

 

5.3 Evaluation Metrics 

Fake review detection models are usually tested using a set of binary classification metrics including accuracy, 

precision, recall, F1 score, and area under the receiver operating characteristic curve (AUC-ROC). Accuracy is 

a measure of the percentage of correctly classified instances, and this can mislead in imbalance problems where 

the fraction of one class is much larger than another. Recall measures how well the model can predict all the 

fake reviews, and precision indicates the fraction of fake reviews correctly predicted from all the fake reviews 

regarded as fake by the model [11]. Especially in the case of skewed class distributions, the F1 score as the 

harmonic mean of precision and recall is a balanced indicator. AUC-ROC is a threshold-independent measure 

of a model’s ability to separate classes and is useful for comparing probabilistic models. 

New metrics, emerging research, have been proposed based on intent based and persona aware systems. For 

example, intent divergence scores represent the deviation of a review’s latent semantics from the behavior of a 

reviewer. However, these metrics are not a standardized as yet and are largely experimental. On the other hand, 

their integration into mainstream evaluation frameworks may provide further insights on, for example, the 

model’s robustness and deception nuances. 

 

5.4 Benchmarking Challenges 

The problem of benchmarking in fake review detection has substantial inconsistencies. First, due to many often 

markedly different preprocessing steps, dataset splits and filtering techniques used by researchers, reported 

results cannot be compared [32]. This is because many studies don’t share specific data partitions nor publish 

any code for replication. Furthermore, almost every evaluation is conducted within the same domain as their 

training data and loses the inquiry of the real world, i.e., cross-domain applicability. To our knowledge, few of 

the studies assess model stability in adversarial attacks, low resource settings, and multilingual review corpora. 

Omissions of this point mask the generalizability and robustness of proposed models [67]. 

Furthermore, some studies employ derived or rebalanced versions of existing corpora, which may produce 

artificially high results on performance metrics by removing edge cases or simplifying the classification 

boundaries [11]. As methodological innovations and dataset artifacts are hard to distinguish without constantly 

shared experimental setups and consistent baselines, it is difficult to discern what causes improvements to be 

observed. 

 

5.5 Toward Benchmarking Standards 

The need for benchmarking in the domain of fake review detection is becoming one of the standards. In future 

research, optimized unified benchmark corpora should include several domains, languages and labeling 

strategies validated by humans or semi-automated methods [48]. The preprocessing routines, the cross-

validation method, and the report formats about the performance should be clearly defined. 
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In addition, it would also be beneficial for the community to have domain generalizable, zero-shot, and robust 

to adversarial tasks in dedicated challenge datasets. By making leaderboards publicly available and baselines 

shared, reproducibility and comparative fairness would be incentivized. There is also a need to report auxiliary 

metrics — training time, memory consumption, and inference latency— in particular for models that are going 

to be deployed in real-time environments [51]. The field can move towards more ferrite, generalizable, and 

practically deployable solutions to fake review detection through the alignment of evaluation practices to real-

world conditions. 

 

6. CHALLENGES AND OPEN ISSUES 

 

Although there have been numerous advances in fake review detection, several persistent challenges still 

prevent the development of generalizable, interpretable, and generalizable systems [32]. Conceptual 

ambiguity, data limitation, architectural problem, and some deployment related problems are these challenges. 

Specifically, in this section these issues are explored in depth and with particular focus given to the structural 

tensions that frame ongoing research efforts. 

 

6.1 Lack of Ground Truth and Annotation Ambiguity 

In the same spirit, there is no question that the task of labeling deceptive content is inherently subjective and 

epistemic uncertain. Fake reviews are unlike factual misinformation, where claims can readily be tested 

(verified or nullified), as they are based on opinions that may not be at all easily confirmed or falsified [68]. 

Malicious intent is review writing—that is, a review can be written such that, so long as it appears linguistically 

truthful, review writing may be written with the intent of writing a review and with the intent of retaining a 

negative opinion of the entity under review [7]. Thus, human annotators disagree on labels as often as not and 

platforms compensate for that with automated heuristics or crowd-sourced proxies to infer deception. The 

disadvantage of these methods is that they provide different noises and biases in benchmark datasets, which in 

turn violate the training and evaluation of the model. 

Involving indirect labeling mechanisms of many widely used datasets, such as YelpCHI and Amazon, the 

labeling can be either malicious or incomplete in many cases [63], [64]. Now this hides the line that separates 

right from wrong behavior and asks whether the models we have today are really learning intent and are not 

just memorizing platform-specific filtering logic. A foundational impediment in the field has been the absence 

of authoritative, large-scale, ethically sourced ground truth datasets. 

 

6.2 Domain Sensitivity and Generalization Gaps 

Poor generalization of models across domains is a recurring limitation of studies. Many systems trained on 

reviews of restaurants or hotels fare poorly when deployed in domains that are different from electronics, 

healthcare or digital services [69]. The reason for this combines with the lexical divergence and change of user 

behavior, sentiment expression and review intent. 

Adversarial learning and fine-tuning have been used to attempt domain sensitivity, however, they have 

achieved only partial success and come along with overfitting to an intermediate representation and 

dependency on auxiliary domain labels [70]. Such a lack of domain agnostic modeling frameworks makes fake 

review detection systems hard to scale especially in multiple environment, for example, in multilingual, and 

across platforms [71]. 

However, zero-shot detection frameworks, although conceptually promising, are in the early stages of 

implementation and evaluation. First, the potential of their ability to recognize deception without domain-

specific supervision has been under-explored, especially in low-resource language and heterogeneous content 

[21]. 

 

6.3 Overreliance on Textual Features 

To date, most existing models heavily depend on the linguistic content from the review itself. In that case, 

model robustness suffers from the textual dependence. LLMs that generate sophisticated fake reviews can 
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mimic the natural syntax, the coherent structure, and the plausible sentiment flows with great fidelity. In such 

cases, shallow or deep based content based classifiers are becoming increasingly ineffective [72]. 

Also, models which overlook context relating to temporal and behavioral events and relational dependencies 

favour missed cues such as reviewer rating burstiness, recurring submission pattern or odd product category 

interactions [73]. However, only a few studies leverage behavioral metadata but there is no unified framework 

for the multi-modal feature fusion that leverages text, time and user history in a meaningful way in a single 

pipeline. 

To address this, the emerging field of persona based modeling compares reviews to latent representations of a 

person’s historical behavior. Nevertheless, we lack the ability to capture reviewer consistency, scale to users, 

and maintain privacy preserving computation [74]. Without these components, deception detection systems 

will always be re active not a nticipatory. 

 

6.4 Lack of Interpretability in Deep Models 

With the state of the art on most of the benchmark tasks, deep learning + transformer architectures have 

sacrificed transparency. These are black-box systems and have limited insight into how predictions are 

generated for them [75]. For applications of high stakes (e.g. healthcare services, financial platforms, or 

consumer protection agencies), opacity of the model is not leveragable unless is complemented by post-hoc 

explainability techniques. 

Further methods like attention visualization, feature importance maps, and SHAP (Shapley Additive 

exPlanations) values have been used, but the interpretability is usually superficially high [76]. These 

explanations are also lacking with theoretical groundings thereby making it difficult to audit or regulate them. 

Furthermore, explainable AI is becoming a necessity for the algorithms seen in public space due to regulatory 

frameworks, yet at the same time usually interpretability is sacrificed for predictive performance. 

However, intent aware systems, by virtue of behavioral modeling build interesting avenues to interpretability. 

Such systems make intuition a justification by allowing us to justify flagging a review as suspicious by 

discovering semantic deviation of a review from prior reviewer intent. However, there is a tremendous 

opportunity to develop and standardize interpretability metrics and visualization frameworks for these 

approaches. 

 

6.5 Inadequate Adversarial Robustness 

Adversarial techniques, such as automated review generators, paraphrasing engines, and style transfer models, 

are growing and constitute a new threat to fake review detection. However, most of the current literature 

evaluates most systems on static datasets that presume stationary linguistic behaviors and the same systems in 

their undetermined states [77]. Nevertheless, spam agents can produce adaptive content that takes advantage 

of model blind spots. 

In the literature, adversarial testing is still quite rare. There are a few models that are evaluated under threat 

models that simulate real attack vectors like character substitution, sentiment flipping, or deliberate ambiguity 

injection [78]. In addition, while transformer models are more adversarial robust than traditional classifier 

models, the adversarial robustness of transformer models persists in corrupted attack scenarios such as 

paraphrased or templated attacks. There remains considerable unexplored work, including developing 

adversarially robust architectures, training strategies in the presence of synthetic noise injection, and 

counterfactual data augmentation. However, models need to be tested not only on how well they classify but 

how robust they are to deception designed with a full understanding of the model’s decision boundaries [39]. 

 

6.6 Ethical and Privacy Considerations 

Fake review detection usually involves a behavioral metadata analysis (IP addresses, device fingerprints, and 

review history among other things). However, this increased data can increase detection accuracy but with a 

high ethical and legal safety issue regarding user privacy [7]. For example, techniques like Persona modeling 

or behavioral clustering can violate the dignity of a user by profiling of user based on protected characteristics 

or subject the individual to undue scrutiny. 
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Automated deception detection is ignored by much current research on deception. It discusses little, for 

instance, of informed consent, data retention policies or there might be exploitation of algorithmic 

discrimination. In addition, platform-provided labels as ground truth without the use of transparency to their 

users may not align with the principles of algorithmic fairness [79]. The future systems must incorporate 

privacy-preserving techniques like federated learning, differential privacy, or secure multiparty computation 

to ensure ethical integrity. It is also essential to subject detection outputs to human review especially in high-

stakes settings to avoid making incorrect decisions based on incomplete data [56]. 

 

7. FUTURE RESEARCH DIRECTIONS 

 

The advanced sophistication of deceptive opinion generation techniques leads the future fake review detection 

to the proactive, context-aware, behaviorally grounded models. This section identifies some interesting 

research directions that might help overcome its limitations and proposition new foundations for the robust 

and robustly adaptable detection systems. 

One way of exploring is the formal integration of intent modeling into the architecture of detection. Instead of 

just figuring out what are the linguistic anomalies or outlier tokens, the future should judge the reviewed 

behavior of a reviewer concerning their current expression in terms of semantic and emotional alignment. 

Capturing subtle tests of tone, sentiment, or rhetorical framing that might signal strategic deception is possible 

when reviews are embedded in the context of a reviewer’s behavior. One way to operationalize this concept is 

to develop intent divergence scores calibrated using contrastive learning or probabilistic embedding 

techniques. 

More related is the advancement of the synthesis of the reviewer persona by constructing latent representations 

of reviewer behavior over time. The personas can then be used as reference points to check new reviews to see 

if they deviate from an established communication pattern. This can support both individualized and group-

level analysis to enable systems to detect coordinated fake review campaigns. Future datasets have to capture 

longitudinal user histories, temporal posting patterns, and cross-product review behavior, masquerading it in 

anonymized or federated storage to enable such methods. 

The development of zero-shot and few-shot learning frameworks is another important area of research. As 

there are a variety of platforms, product categories, and targeted demographics, it is neither practicable nor 

scalable to retrain the models on such domains. The models must be able to detect deception in completely new 

environments without fine-tuning to be deployed in dynamic ecosystems. This direction can potentially be 

achieved through domain invariant embedding spaces, adversarial alignment, and pre-trained behavioral 

encoders which need to be empirically evaluated and benchmarked. 

It is also important to achieve improved adversarial robustness. With such large language models becoming 

increasingly accessible, it will become trivial to produce highly plausible fake reviews. This should be 

anticipated by future detection systems that include adversarial training of their architectures, generative, 

model of noise, and style transfer resistance. It should become a standard part of the evaluation protocol to 

simulate attacks while developing the model. 

There should finally be more research on ethical and regulatory dimensions – such as explainability, fairness, 

and data governance – as this is the direction, I think, of what will happen shortly. Detection decisions may 

entail reputational or legal consequences for users and businesses alike. Hence, models require the 

transparency of their justifications to adhere to frameworks such as respecting data privacy, avoiding 

discrimination, and having human oversight. To have trust and accountability, explainable AI principles will 

need to be integrated with regulatory alignment and auditability. 

Taken together, these future directions constitute a move into detection systems that are more accurate, but 

much more in sync with the realities of practical, ethical, and technical constraints of the environments in 

which they appear. 
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8. CONCLUSION 

 

While digital platforms and online consumer decision-making will continue to see the persistence and 

evolution of fake reviews as a significant challenge to their credibility, it is also significant in that it can no 

longer be limited to a small number of sites. Despite the significant gains in deploying the linguistic, statistical 

and learning based models for the task of detecting deceptive reviews over the years, existing approaches have 

not successfully generalized across domains, are prone to adversarial manipulation, and are not interpretable 

in high stakes applications. 

The presented paper provides extensive analysis and background to the journey of fake review detection 

techniques from basic rules to feature-engineered classifiers followed by supervised learning processes and 

finally to the modern transformer-based language method and more recently the Intent Aware methods that 

are trending. Existing approaches were organized according to assumptions about methodological 

assumptions, data requirements, and operational characteristics by introducing a structured taxonomy. 

Comparative analysis suggested trade-offs between accuracy, generalizability, transparency, and robustness 

and highlighted the need for more holistic models suited for user-generated content that can adapt to the 

dynamism of deception. 

In particular, a particular focus was to learn from the conceptual innovation in composing review persona 

modeling and intent-based detection architectures. They seek to go beyond the surface textual analysis and 

move to include longitudinal behavioral cues, emotional consistency, and patterns of the reviewer's identity. In 

conjunction with techniques such as zero-shot learning and contrastive embedding alignment such models may 

be well suited to perform well across domains without much retraining. 

Benchmark datasets and evaluation protocols were discussed by research practices existing in current research; 

they pointed out the fragmentation in the research and the need for standardization. A large number of models 

are tested in domain-specific, narrow settings that fail to reproduce real-world variability in concepts 

mentioned in reviews, platform structure, or culture. There remains a lack of publicly available diverse, and 

ethically curated datasets that inhibit the development of scalable and inclusive solutions. 

The field has to look forward, where thinking on an interdisciplinary research line that includes natural 

language processing, user analysis, adversarial learning, and ethical AI design must be done. Future models 

shouldn’t just be accurate (in terms of detecting deception) but must also explain their reasoning and be private 

for the user. Also, they need to be vaguely legal as society evolves with evolving regulatory frameworks. Future 

systems can help restore trust to such ecosystems that depend on online reviews by deliberately focusing on 

generalizability, interpretability, and robustness. 
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