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Introduction: The current recruitment processes face challenges due to lack of automation and 

scalability. Filtering student data manually is both time-intensive and prone to errors. Managing 

high volumes of applications securely is difficult, and there is limited capability to effectively 

track applications and notify students. 

Objectives: This paper aims to design a secure, automated, and scalable cloud application on 

Amazon Web Services (AWS) leveraged by NLP-based deep learning models like Bidirectional 

Encoder Representations from Transformers (BERT) and Sentence Transformer to streamline 

Information Technology (IT) internship recruitment using Amazon S3 + CloudFront, AWS WAF, 

API Gateway, AWS Step Functions, AWS Lambda, Amazon RDS, AWS SNS, and CloudWatch. 

Methods: AWS’s functions as well as powerful machine learning tools were utilized for the 

recruitment process automation and streamlining. We present BERT fine-tuning results on the 

research tasks by employing datasets such as (1) Stanford Question Answering Dataset (SQuAD 

v1.1), (2) SQuAD 2.0, (3) General Language Understanding Evaluation (GLUE) benchmark, and 

(4) Situations With Adversarial Generations (SWAG) dataset.  

Results: With SQuAD v1.1, our proposed AWS-based method obtained 88.1 (EM) and 95.1 (F1) 

for Dev, and 90.1 (EM) and 95.2 (F1) for Test. With SQuAD v2.0, our proposed AWS-based 

method obtained 83.2 (EM) and 86.3 (F1) for Dev, and 83.4 (EM) and 88.4 (F1) for Test. Our 

proposed AWS-based method obtained 88.9 (Dev) and 88.8 (Test) for SWAG Dev and test 

accuracy. 

Conclusions: The solution provided by our proposed method simplifies the recruitment 

process, strengthens security through AWS services, scales effortlessly to manage high volumes 

of applications, automates notifications for better communication, provides administrators with 

convenient access to recruitment data, offers a cost-efficient and fully managed cloud-based 

infrastructure. 

Keywords: Amazon Web Services, Automated System, Information Technology, Internship 

Recruitment. 

 

1. INTRODUCTION 

Considerable growth has been witnessed in the information technology (IT) sector in using services, software, 

hardware, and infrastructure driven by clouds, especially those services that are not within a company's own facilities 

[1]. Flexible architecture has been the driving force of many institutions, enabling institutions’ scaling up or scaling 

down as needed, leveraging utilities like computation and storage, managing and recovery from disaster in the event 

of service downtime. Amazon Web Services (AWS), Microsoft Azure, and Google Cloud Platform are the three giant 

companies in the cloud business. However, AWS is in the forefront when it has to do with market share [2]. AWS is 

free to access and has a robust platform. AWS services are considered the highest ranked due to their capability for 

execution and completeness of vision with their patented Magic Quadrant analysis [3]. A study conducted by some 

IT professionals reveals a high demand in cloud skills in addition to the rising stature of AWS. 
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The results are an indication of AWS acceptance by the populace and a shift away from Google compared to prior 

results [4]. AWS provides a suite of tools for launching server and serverless resources, file and blob storage systems, 

and fully managed databases, in addition to emerging technologies like artificial intelligence (AI), quantum 

computing, and the Internet of Things (IoT) [5]. AWS, as one of the leading providers of cloud services, offers various 

tools and services such as EC2 (for hosting web applications), S3 (for storing resumes), RDS (for managing 

databases), Lambda (supports building scalable APIs), API Gateway (for integrating with other recruitment tools like 

LinkedIn, etc.), and AWS Shield and WAF (Web Application Firewall) (for security against Distributed Denial-of-

Service (DDoS) attacks or malicious access), that can be leveraged to build efficient recruitment platforms. Through 

the AWS cloud, organizations can accommodate scalable applications that are readily available with low latency. 

Companies or organizations are continuously seeking to hire students or graduates for IT internship positions 

through IT internship recruitment scheme [6]. 

Natural Language Processing (NLP) as a field of AI focuses on the association between humans and computers 

through natural language. Human language can be understood, interpreted, and generated by computers using NLP 

in a meaningful and useful way. Various tasks such as resume parsing, candidate screening, job description analysis, 

sentiment and emotional tone analysis, interview transcription and analysis, chatbots for candidate interaction, and 

candidate evaluation from open-ended responses, can be automated and improved by NLP in the context of the 

process for IT internship recruitment based on AWS Cloud or any related recruitment systems. The techniques that 

are commonly used for NLP implementation in recruitment and internship processes are: tokenization, text 

classification, named entity recognition (NER), part-of-speech tagging (POS), sentiment analysis, topic modeling, 

dependency parsing, word embeddings, and text summarization. Bidirectional Encoder Representations from 

Transformers (BERT) and Sentence Transformer are NLP-based deep learning models designed for human language 

processing and analysis. 

Although most of these internships are typically short in duration, their design provides immeasurable practical work 

experience, skills development, and exposure to the IT industry for individuals seeking a career in IT [7]. The steps 

in recruitment usually include job posting and advertisement, application, screening and interviews, offer and 

onboarding, and internship [8]. Both the company and the intern benefit from internships in IT. Companies acquire 

new perspectives and talent, while interns acquire skills, network, and often have the transition opportunity into 

permanent roles post-internship. However, the current recruitment processes face challenges due to a lack of 

automation and scalability. Filtering student data manually is both time-intensive and prone to errors. Managing 

high volumes of applications securely is difficult, and there is limited capability to effectively track applications and 

notify students. 

This paper aims to design a secure, automated, and scalable cloud application on Amazon Web Services (AWS) 

leveraged by NLP-based deep learning models like BERT and Sentence Transformer to streamline IT internship 

recruitment using Amazon S3 + CloudFront, AWS WAF, API Gateway, AWS Step Functions, AWS Lambda, Amazon 

RDS, AWS SNS, and CloudWatch. The goals are to implement automated filtering of student applications based on 

predefined criteria, enable seamless notification dispatch to students, ensure secure storage of accepted applications, 

and offer administrators straightforward access to recruitment outcomes. The solution provided by our proposed 

method simplifies the recruitment process, strengthens security through AWS services, scales effortlessly to manage 

high volumes of applications, automates notifications for better communication, provides administrators with 

convenient access to recruitment data, offers a cost-efficient and fully managed cloud-based infrastructure. Figure 1 

shows an overview of architecture for IT internship recruitment process based on AWS cloud. 
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Figure 1. Overview of architecture for IT internship recruitment process based on AWS cloud. 

2. RELATED WORK 

When considering architecture for IT internship recruitment process based on AWS cloud, there is a need for a system 

or platform capable of leveraging AWS cloud infrastructure for the streamlining, scaling, and enhancement of the 

recruitment process for IT internships. Among the areas such architecture may focus on are automation, data 

management and security, scalability and performance, development (Dev) and operations (Ops) for continuous 

integration and continuous deployment, and collaboration and tracking, while leveraging AWS services to improve 

overall experience. In this section, we review related work on IT internship recruitment process based on AWS cloud. 

2.1. Cloud-based Recruitment Systems 

Cloud computing has been adopted by many recruitment platforms to streamline processes such as management of 

candidates, scheduling of interview, and processing of application. Kumar [9] studied the cloud technology invasion 

and the benefits it offered in talent acquisition. The researcher identified and analyzed the recent technological 

changes and challenges in the health industry in the talent acquisitions process. Research has revealed that cloud-

based solutions provide flexibility, scalability, and minimized IT overhead for recruitment organizations. Dong and 

Salwana [10] in order to improve financial, marketing, and collaborative performances of multinational 

organizations, proposed cloud-based human resource management (CBHRM) and cloud-based supply chain 

management (CBSCM). Structural equation modeling (SEM) was utilized in their study for estimation of validity and 

reliability of the measurement model, and assessment of the causal model. Statistical package for the social sciences 

(SPSS) and linear interrelationships structural relations (LISREL) were employed for analysis of the offered model 

and the questionnaires. The results they obtained showed the influence of CBSCM and CBHRM on the performance 

of the companies. The results validate their proposition that CBSCM and CBHRM are essential and necessary for 

financial, marketing, and collaborative performances. 

2.2. AWS Services for Automation in Recruitment 

The process of sending notifications to candidates could be automated using AWS Simple Notification Service (SNS). 

Moreover, interviews can be scheduled and recruiters notified about new applicants using the AWS SNS system. 

Email and message platforms can be integrated with this system. Ahmad et al. [11] proposed a machine learning 

solution based on NLP for automated scheduling and communication of interview in natural language. They 

developed a scalable and cost-effective solution by using two deep-learning NLP models as the system’s foundation, 

while AWS serverless stack and Amazon SageMaker were employed for training and inference. Their work 

demonstrates NLP’s potential for developing a smart solution for an everyday business problem.  
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Recruiters can use serverless architecture for execution of functions such as updating the status of candidates, 

sending interview invitations to applicants, and triggering responses automatically with no need for a dedicated 

server. Pandit et al. [12] introduced a framework based on web and designed for recruitment process 

revolutionization within the IT industry. Key recruitment functions were automated and enhanced by the framework 

using AI technologies such as NLP, machine learning, and data analytics. Core features of the framework include 

resume screening, which uses a ranking system and advanced algorithm for job description matching, whereby 

candidates can be efficiently shortlisted based on different parameters. Moreover, a Google Dialogflow-powered 

chatbot-based assessment system was incorporated by the framework to conduct skill-based evaluations. 

2.3. Data Management and Security in Recruitment 

Large amounts of structured and unstructured data are generated through recruitment processes. Relational 

Database Service (RDS) of AWS or NoSQL database service DynamoDB can be employed to store information about 

individual candidates, schedules of interview, job descriptions, and hiring progress, all with security, scalability, and 

reliability. Tobroni and Hamid [13] proposed a security-driven system that could help the human resources (HR) 

department in managing recruitment processes with capabilities for data retention. They incorporated automated 

filtering techniques based on job requirements, enabling the HR department to effectively manage job applications 

and identify potential job candidates. Moreover, the design of the system does not allow storage of personal data in 

the database beyond six months, complying with data retention guidelines. 

Sensitive data includes personal data like resumes and interviews, and their handling requires reliable security, which 

is a major concern. Identity and Access Management (IAM) is provided by AWS for access control management, 

enabling recruiters to manage and control access to which resources, and ensuring compliance with regulations such 

as General Data Protection Regulation (GDPR) or Health Insurance Portability and Accountability Act (HIPAA). Roy 

et al. [14] formalized recruitment problem as the optimal recruitment problem (ORP), in which the goal is about 

selecting from a set of candidates, the minimum number of fresh employees, to occupy the available positions of the 

outgoing employees, while ensuring that the specified security conditions are sated. 

For specification of authorization policies and constraints, they used Attribute-Based Access Control (ABAC) model 

because it is considered as de facto next-generation framework for managing security policies of organizations. Their 

research showed ORP problems as NP-hard; they proposed a solution based on greedy heuristic, wherein an extensive 

experimental evaluation reveals the performance of the proposed solution. Jeong and Choi [15] designed a platform 

for recruitment management using digital certificate on blockchain. This is also in line with the research conducted 

in [16] on managing and securing recruitment data. 

2.4. Scalability and Performance in the Recruitment Process 

Sudden traffic surges may affect recruitment systems, especially in peak hiring period. An automated Elastic Load 

Balancer (ELB) is a common technique for distributing traffic of incoming applications to multiple instances, 

ensuring performance consistency even during periods with high demand. Kurek et al. [17] carried out a study that 

explored Zero-Shot Recommendation AI Models application for matching process enhancement. They assessed the 

effectiveness of advanced pretrained models like all-MiniLM-L6-v2 in aligning job descriptions with candidate’s 

profiles. They also applied similar metrics like cosine and dot product similarity for the same purpose. Their Top K 

Accuracy-based evaluation across various rankings showed a remarkable enhancement in matching accuracy better 

than the conventional methods.  

Alagha et al. [18] proposed a novel Stable Data-based Recruitment System (SDRS) for localization tasks. The 

proposed model (1) incorporates a new recruitment parameter based on data for dynamic exploit of data readings 

that could guide the recruitment system into informative workers selection, while taking their mobility into 

consideration; (2) introduces a stable method for coverage assessment that takes range-free sensors and workers’ 

mobility into consideration; and (3) incorporates an optimized approach for two-phase recruitment using greedy and 

genetic methods. The results obtained from their experiment demonstrate the efficiency and reliability of the 

proposed approach leading to a fast and quality localization outcome. 
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3. MATERIALS AND METHODS 

We employ a method that belongs to NLP, a subfield of AI that enables the interaction between humans and 

computers using natural language. BERT and Sentence Transformer, NLP-based deep learning models designed for 

human language processing and analysis, were employed in this study. BERT, a widely recognized model for 

evaluating candidate responses, has been pre-trained and fine-tuned with a large amount of data and training data, 

respectively, making it suitable for the problems addressed in this study. The procedure for pre-training BERT largely 

followed the existing procedure on pre-training of language models. For the pre-training corpus, BooksCorpus 

(800M words) [19] and English Wikipedia (2,500M words) were used. For Wikipedia, only the text passages were 

extracted while the lists, tables, and headers were ignored.  

In order to extract long contiguous sequences, a document-level corpus is preferred to a shuffled sentence-level 

corpus such as the Billion Word Benchmark [20]. The retraining and fine-tuning process of the proposed model were 

carried out using TensorFlow with Amazon Sage Maker. Figure 2 illustrates the architecture for IT internship 

recruitment process based on AWS cloud. To further boost the performance of the proposed models, this study 

integrated a second model, namely Sentence Transformer, which has capability for converting sentence into 

embedding, accelerating comparisons and analyses. 

 

Figure 2. Architecture for IT internship recruitment process based on AWS cloud. 

To integrate NLP into the AWS-based IT internship recruitment system proposed in this paper, we utilized several 

AWS services and functions including (a) Lambda Functions, for invoking the model for real-time inference and tasks 

automation such as parsing resumption or sending notifications based on candidate responses; (b) Amazon 

Comprehend, for insights analysis and extraction from candidate documents like resumes and interview transcripts; 

(c) Amazon Textract, for text and structured data extraction from scanned resumes or other documents; (d) Amazon 

Lex, for building chatbots for activity such as candidate interactions, interview scheduling, or frequently asked 

question (FAQ) handling; (e) Amazon SageMaker, for training and hosting BERT models, and training custom 

models and NLP model deployment specific to the recruitment needs; (f) Amazon Transcribe, for converting the 

content of spoken interview into text for further processing and analysis; (g) Amazon S3, for storing large amounts 

of resume data, job descriptions, and interview data; (h) Amazon DynamoDB, for storing and managing metadata, 

such as candidate information, interview schedules, and match scores; (i) Amazon QuickSight, for creating 

dashboards for HR personnel to review candidate rankings and match scores; (j) Amazon S3 + CloudFront, for 

hosting the frontend and ensuring global content delivery; (k) AWS WAF, for protecting the application from web-
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based threats; (l) API Gateway, for managing APIs and routing incoming requests; (m) AWS Step Functions, for 

coordinating workflows seamlessly; (n) Amazon RDS, for storing program criteria and records of accepted students; 

(o) AWS SNS, for delivering acceptance or rejection notifications for applications. (p) CloudWatch, for providing 

monitoring and auditing capabilities.  

Figure 3 shows the system flow of IT internship recruitment process based on AWS services, starting from the first 

stage when the students submit their details through a frontend hosted on Amazon S3 to the last stage when the 

administrators access results through a secure API powered by Lambda. 

 

 

Figure 3. System flow of IT internship recruitment process based on AWS services. 

3.1. BERT-based Approach 

We implement the BERT-based approach on AWS Cloud by collecting data such as resumes in structured or 

unstructured formats like PDF and DOCX, etc., and we also gathered interviews that were transcribed or in text 

format, including the job descriptions of the IT internship roles, which were stored in a structured format like JSON. 

For data preprocessing, we converted unstructured data into structured data and tokenized the text in resumes and 

job descriptions. We fine-tuned a pretrained BERT model on labeled data to match resumes with job descriptions 

and computed similarity scores to rank candidates based on how well skills and resumes align with the job 

requirements. We deployed the BERT model on AWS SageMaker for model fine-tuning and service at scale. We 

uploaded the processed dataset to SageMaker and fine-tuned BERT using Hugging Face's transformers library 

framework. 

We used AWS Lambda to trigger real-time processing by this model (e.g., when a new resume is uploaded to S3). For 

the sentiment analysis of the interview data (either text-based transcripts or voice-to-text), we used the BERT model 

to gauge the candidate's emotional tone and appropriateness in responses. In this study, a specific machine learning 

model was employed in evaluating the responses of candidates for each topic. Evaluation of candidates’ responses 
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can be enhanced by implementing separate models for each issue. To achieve this, the questions and responses are 

transferred to a feedforward network for training, which rates the questions and responses accordingly. A training 

strategy was employed for the model (Figure 4). The use case of BERT-based approach is as follows: 

Step 1: Resumes are uploaded to a web portal by a candidate. 

Step 2: AWS Lambda invokes a SageMaker endpoint, which uses a fine-tuned BERT model to analyze the resume 

and compare it against the job description. 

Step 3: A match score is assigned by the model and stored in DynamoDB before it is sent to the HR personnel for 

review. 

Step 4: Sentiment analysis is employed in processing the interview transcripts if an interview is conducted, and the 

results are fed back into the system. 

 

Figure 4. Bert based approach. 

3.2. Sentence Transformer-based Approach 

Pre-trained models like BERT can be leveraged by a Sentence Transformer-based approach for enhanced IT 

recruitment process on AWS Cloud. The need to automate and optimize candidate screening was the reason for using 

Sentence Transformers for the IT internship recruitment process. Sentence Transformer-based approach facilitates 

ranking and evaluation of suitably qualified applicants for a particular internship by comparing the content of their 

resumes, job descriptions, and interview answers. The BERT model generates contextualized word embeddings for 

each token in the input text when employed for question answering or text classification tasks. Pooling operations 

are often applied to the max pooling or mean pooling embeddings in order to obtain a fixed-size representation of 

the entire input.  

For a student's answer evaluation, contextualized embeddings could be produced by the BERT model for each token 

in both the gold answer and the student's answer, and each answer’s embeddings could then be pooled for u and v 

production, representing the fixed-size vector of the gold answer and the student's answer, respectively. Figure 5 

shows the sentence Transformer-based approach. 

 

Figure 5. Sentence Transformer-based approach. 
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The similarity between the two answers is measured by the cosine similarity (Cossim) between their vectors and 

computed as follows. 

Cossim (𝑢, 𝑣)  =  (𝑢 . 𝑣) / (||𝑢|| ||𝑣||)       (1)     

Where Cossim (u,v) denotes the cosine similarity between vectors u and v.  

Cosine similarity, often used in natural language processing and information retrieval, measures the similarity 

between two non-zero vectors (also for comparing similarity between two documents or sets of words) by calculating 

the cosine of the angle between them, ranging from -1 to 1, where 1 indicates perfect similarity and -1 indicates perfect 

dissimilarity. Besides the BERT-based model, we utilized an additional model by which addition and assessment of 

new questions can be made by merely providing a reference answer, which the candidate’s responses are compared 

to during the assessment process to determine if a score should be assigned based on the degree of similarity between 

the two.  

This approach addresses the limitation of time and resources needed for training data creation by utilizing the pre-

trained BERT model for response encoding and comparison using cosine similarity. The key components in this 

approach are AWS Cloud and Sentence Transformer models. AWS Cloud is the infrastructure responsible for 

scalability and deployment, and the functions include AWS Lambda for serverless execution, Amazon SageMaker for 

training models, AWS S3 for storing candidate resumes and interview transcripts, Amazon ElasticSearch or RDS for 

efficient storage and querying of candidate data, and AWS Comprehend for natural language processing tasks. 

Sentence Transformer models convert texts like resumes, job descriptions, and interview answers into embeddings 

numerical representations for semantic meaning capturing, allowing matching based on similarity. 

4. EXPERIMENT AND RESULTS 

The entire system is built on AWS serverless services using AWS Lambda for serverless inference, Amazon Dynamo 

DB for storing the embeddings, AWS CloudWatch for logging the recruitment process performance, monitoring API 

calls and tracking any errors, and Amazon SQS, with deep learning training and inference handled by Amazon Sage 

Maker. 

We present BERT fine-tuning results on the research tasks by employing datasets such as (1) The Stanford Question 

Answering Dataset (SQuAD v1.1) comprising 100k crowdsourced question/answer pairs [21] and the model was fine-

tuned on it for 3 epochs with a learning rate of 5e-5 and a batch size of 32; (2) The SQuAD 2.0 task, on which the 

model was fine-tuned for 2 epochs with a learning rate of 5e-5 and a batch size of 48, extends the SQuAD 1.1 problem 

definition with restriction of short answer in the provided paragraph, making the problem more realistic; (3) The 

General Language Understanding Evaluation (GLUE) benchmark [22], on which the model was fine-tuned for 3 

epochs with best learning rate from among 5e-5, 4e-5, 3e-5, and 2e-5, and a batch size of 32 for all GLUE tasks, 

comprises a collection of diverse natural language understanding tasks including the following datasets: (a) Multi-

Genre Natural Language Inference (MNLI) [23], (b) Quora Question Pairs (QQP) [24], (c) Question Natural 

Language Inference (QNLI), a version of SQuAD that has been transformed to a binary classification task [22], (d) 

The Stanford Sentiment Treebank (SST-2) [25], (e) The Corpus of Linguistic Acceptability (CoLA) [26], (f) The 

Semantic Textual Similarity Benchmark (STS-B) [27], (g) Microsoft Research Paraphrase Corpus (MRPC) [28], (h) 

Recognizing Textual Entailment (RTE) [29], and (i) Winograd NLI (WNLI) [30]; (4) The Situations With Adversarial 

Generations (SWAG) dataset on which the model was fine-tuned for 3 epochs with a learning rate of 2e-5 and a batch 

size of 16, comprises 113k sentence-pair completion examples that evaluate grounded commonsense inference [31].  

Compared to pre-training, fine-tuning is relatively inexpensive. The fine-tuning results of Bert-based model, 

Sentence Transformer-based model, and AWS-based model are presented in Tables 1 to 4. 

Table 1: SQuAD v1.1 Results 

System Dev Test 

 EM F1 EM F1 

BERT-based  

 

87.3 93.3 88.6 94.3 
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Sentence 

Transformer-

based 

87.9 94.2 89.1 94.8 

AWS-based 88.1 95.1 90.1 95.2 
 

Table 2: SQuAD v2.0 Results 

System Dev Test 

 EM F1 EM F1 

BERT-based  

 

81.3 84.1 81.6 87.3 

Sentence 

Transformer-

based 

82.1 85.4 82.2 87.7 

AWS-based 83.2 86.3 83.4 88.4 
 

Table 3: GLUE Test Results 

System MNLI (m/mm) QQP QNLI SST-2 CoLA STS-B MRPC RTE 

BERT-based  

 

87.6/86.5 73.2 93.6 95.1 61.7 87.6 90.7 71.1 

Sentence 

Transformer-

based  

88.6/87.5 74.1 94.7 96.3 63.1 88.8 91.3 71.8 

AWS-based 89.6/88.5 75.1 95.6 96.2 62.9 88.9 91.5 72.3 
 

Table 4: SWAG Dev and Test Accuracy Results 

System Dev Test 

BERT-based  

 

87.6 87.1 

Sentence 

Transformer-

based 

88.5 88.3 

AWS-based 88.9 88.8 
 

In this study, we designed a secure, automated, and scalable cloud application on Amazon Web Services (AWS) 

leveraged by NLP-based deep learning models like BERT and Sentence Transformer to streamline IT internship 

recruitment. A fine-tuned BERT-based model was employed in making the first model, while a transformer-based 

model was employed in making the second model. Both fine-tuned models were employed in training the proposed 

AWS model for questioning and evaluation of candidate responses to technical questions. The results presented in 

Tables 1 to 4 showed that the proposed AWS model was effective for all the tasks and evaluation of candidate 

responses to technical questions. AWS serverless stack and training/inference were employed in building the system 

using Amazon SageMaker, thereby allowing for quick scaling at minimal cost. 

CONCLUSIONS 

The AWS cloud architecture for the IT internship recruitment program provides a secure, scalable, and automated 

solution to overcome recruitment challenges.  Core services like API Gateway, Step Functions, and Lambda ensure 

streamlined application processing, instant notifications, and efficient candidate management. Security is reinforced 

through AWS WAF and VPC, while CloudWatch delivers robust monitoring and auditing capabilities. By utilizing 

AWS's fully managed services, the solution minimizes operational burdens, enhances efficiency, and ensures 
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seamless experience for students and administrators alike. This system demonstrates the potential of cloud 

computing to revolutionize recruitment processes, laying the groundwork for future scalability and innovation. BERT 

is a powerful model, understanding how it arrives at decisions can be challenging. In future, we hope to diversify and 

balance the dataset used in training the BERT model for better understanding, predictions, and results. 
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